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Electronic structure calculations, steady-state electronic spectroscopy, and femtosecond time-resolved emission
spectroscopy are used to examine the photophysics oftrans-4-(dimethylamino)-4′-cyanostilbene (DCS) and
its solvent dependence. Semiempirical AM1/CI calculations suggest that an anilino TICT state is a potential
candidate for the emissive state of DCS in polar solvents. But observation of large and solvent-independent
absorption and emission transition moments in a number of solvents (Mabs ) 6.7 ( 0.4 D andMem ) 7.6 (
0.8 D) rule out the involvement of any such state, which would have a vanishingly small transition moment.
The absorption and steady-state emission spectra of DCS evolve in a systematic manner with solvent polarity,
approximately as would be expected for a single, highly polar excited state. Attempts to fit the solvatochromism
of DCS using standard dielectric continuum models are only partially successful when values of the solute
dipole moments suggested by independent measurements are assumed. The shapes of the absorption and
emission spectra of DCS change systematically with solvent polarity in a manner that is semiquantitatively
reproduced using a coupled-state model of the spectroscopy. Kerr-gate emission measurements show that the
emission dynamics of DCS down to subpicosecond times reflect only solvent relaxation, rather than any
more complicated electronic state kinetics. The spectral response functions measured with DCS are well
correlated to those previously reported for the solvation probe coumarin 153, indicating DCS to be a useful
alternative probe of solvation dynamics.

I. Introduction

DCS,trans-4-(dimethylamino)-4′-cyanostilbene (Scheme 1),
is one member of a family of “push-pull” stilbenes,1,2 which
have long attracted attention for the charge-transfer character
of their excited states3 and for the large optical nonlinearities
this character provides.4,5 Studies of DCS itself extend as far
back as the 1950s when Lippert first estimated the excited-state
dipole moment of DCS from solvatochromic measurements.6

Lippert’s work and many subsequent studies clearly established
the charge-transfer character of the S0 T S1 transition of
DCS.7-11 Other studies12 showed that the primary deactivation
pathway of S1 DCS is related to the trans-cis isomerization
common to most stilbene derivatives.1 Detailed studies of the
solvent dependence of the trans-cis isomerization rates and
spectroscopy of DCS were carried out by Zachariasse and co-
workers.10,13 They showed that the highly polar nature of the
trans-emitting state renders isomerization to the nonemissive
cis state strongly dependent on the polarity of the solvent. For
example, in the nearly isoviscous solvents acetonitrile and
heptane, the fluorescence lifetimes (approximate isomerization
times) are 546 and 72 ps, respectively.13 Semiempirical4,14,15

and ab initio16-19 calculations as well as supersonic jet
spectroscopy20,21 have also been used to help understand the
structure and electronic states relevant to this photochemistry.
Finally, quite a few time-resolved studies have focused on the
early-time spectral dynamics, that is, the dynamics prior to

isomerization, oftrans-DCS in polar solvents.9,10,13,22-29 These
latter studies have generated a variety of conflicting views of
the nature of the state or states that give rise to the fluorescence
of trans-DCS in polar solvents.

In the first study of the early emission dynamics of DCS,
Safarzadeh-Amiri used the time-correlated single photon count-
ing (TCSPC) method with∼200 ps time resolution22 to observe
the emission of DCS in low-temperature butanol and glycerol.
Citing the results of the seminal study on DCS photophysics
by Gruen and Go¨rner,12 Safarzadeh-Amiri interpreted the
observed emission kinetics in terms of solvation of a single
excited state and showed that the spectral evolution takes place
over times that agree with the predictions of dielectric continuum
models of solvation. Two years later, Rulliere and co-workers
used Kerr-gated emission spectroscopy (∼80 ps resolution) to
measure time-resolved spectra of DCS in several solvents.23 In
all of the polar solvents studied, they observed dual emission
which they interpreted in terms of two distinct emitting states.
Analogy with 4-dimethylaminobenzonitrile, as well as other
arguments,30 led these authors to attribute the dual emission to
the formation of an emissive twisted intramolecular charge-
transfer (TICT) state from the state initially reached upon
electronic absorption. Later work by Rulliere and co-workers9,24-27

showed that dual emission is only observed in concentrated
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solutions and under conditions of high excitation intensity. They
proposed that under these conditions a “bicimer” is formed
between two excited-state molecules. In the absence of these
bimolecular processes, the emission of DCS, at least at times
>80 ps, was reported to entail only a dynamic Stokes shift9 as
initially found by Safarzadeh-Amiri.22 Nevertheless, differences
between various constrained analogues of DCS led Rulliere and
co-workers to propose a rather complicated description of the
excited-state evolution of DCS, involving<1 ps relaxation from
the Franck-Condon state to a polar intramolecular charge-
transfer (ICT) state and then subsequent relaxation to a
“conformationally relaxed” ICT state.27

In support of the existence of more than one emitting state,
Eilers-Koenig et al.31 reported that subpicosecond fluorescence
upconversion data of DCS in acetonitrile appear to show the
presence of an isoemissive point at early times. Comparable
data in methanol did not show such a stationary point.31 The
steady-state solvatochromism of DCS was also interpreted by
Il’ichev et al.10 to imply a transition between the Franck-
Condon state to a state of higher polarity prior to emission. But
these authors did not observe evidence for a transition in their
time-resolved experiments and concluded that the FCf ICT
transition must occur before 5 ps, probably in the subpicosecond
time domain.10 More recently, Pines et al.29 reported time-
resolved emission spectra (20 ps resolution TCSPC experiments)
of two DCS analogues in ethanol which also show apparent
isoemissive points. These authors analyzed their data in terms
of a transition between a locally excited state and a charge-
transfer state reached by twisting about the aniline group,
occurring on a time scale of 4-8 ps. This suggestion of the
involvement of anilino TICT states was supported by the recent
electronic structure calculations of Amatatsu16,17 as well as
earlier work.14

In contrast, the most recent experiments by Ernsting and co-
workers28 refute the idea that there is anything more than a single
electronic state responsible for the emission of DCS. These
workers performed broad-band fluorescence upconversion and
transient absorption measurements on DCS in acetonitrile with
sub-100 fs time resolution.28 They studied the concentration and
intensity dependence of the spontaneous emission and transient
absorption spectra and provided convincing evidence that the
dual emission observed by Rulliere and co-workers9,23-27 is not
due to bicimer formation but is rather the result of the
reabsorption of fluorescence by excited molecules. Contrary to
the results of Eilers-Koenig et al.,31 in the absence of reabsorp-
tion, their fluorescence spectra of DCS in acetonitrile display
only a continuous spectral shift over times characteristic of
solvent relaxation. Ernsting and co-workers showed that the time
dependence of this shift matches remarkably well with the
predictions of a dielectric continuum description of solvation,
leading them to conclude that “solvation is the only relaxation
process on the ps time scale”28 in DCS. Whether the same
conclusion applies to solvents other than acetonitrile was not
established.

The foregoing review reveals a broad spectrum of views
concerning the emission dynamics of DCS. Interpretations range
from the dynamics being only that of a time-evolving Stokes
shift resulting from solvent equilibration in a single electronic
state28 all the way to models invoking transitions among 2-3
distinct emitting states.26,27 Intermediate cases of continuous
evolution on a nearly barrierless surface of variable charge-
transfer character are also possible.10

In the present work, we seek to clarify this situation through
additional data and a new analysis of the solvent dependence

of the steady-state electronic spectra of DCS and through
subpicosecond time-resolved emission measurements. We also
examine the predictions of electronic structure calculations in
order to add perspective to our experimental observations and
past computational work. Although there remain some unre-
solved difficulties in completely modeling its solvatochromism,
we find no evidence that more than a single electronic state
contributes to the emission of DCS. The near constancy of the
absorption and emission transition moments observed here
argues strongly against any large change in the makeup of S1,
either between absorption and emission or as a function of
solvent. The predictions of electronic structure calculations make
it especially clear that emission from a state of significant TICT
character cannot be consistent with the observed transition
moments. In a range of solvents, emission spectra even on a
100 fs time scale appear to reflect only the dynamics of polar
solvation as Kovalenko et al.28 found in the case of acetonitrile.
Comparisons to prior results on the solute coumarin 153 indicate
that DCS reports on polar solvation dynamics in much the same
way as does this well-established solvation probe. We therefore
propose DCS as an alternative probe of solvation and solvation
dynamics, which, because of its shorter lifetime and larger
Stokes shift, offers advantages for use in some applications such
as Kerr-gated emission spectroscopy.

II. Experimental Methods

trans-4-Dimethylamino-4′-cyanostilbene (DCS ) was synthe-
sized and purified according to the procedure described in ref
10. NMR measurements indicated<5% contamination fromcis-
DCS in the crystalline sample. Solvents used in this work were
of HPLC or spectrophotometric grade (typically>99%) from
Sigma-Aldrich and were used as received, except for possible
drying over molecular sieves.

Steady-state absorption and emission measurements were
made using a Hitachi U-3010 UV-vis spectrophotometer and
a PTI QuantaMaster 1 spectrometer, respectively. Samples for
emission spectroscopy were prepared in 1 cm quartz cuvettes
to have optical densities at the S1 absorption maximum of less
than 0.1. These samples were not deoxygenated. Absorption
frequencies were typically measured using such dilute samples,
but more concentrated samples were prepared (OD∼ 1) at the
S1 maximum for determining extinction coefficients and absorp-
tion transition moments. Emission quantum yields were mea-
sured relative to quinine sulfate dehydrate in 0.05 M H2SO4

(φem ) 0.50832) according to

All steady-state measurements were performed at 25( 0.1 °C.
Time-resolved emission measurements were made using two

instruments. The fluorescence lifetimes needed for radiative rate
determinations employed a 25 ps time-correlated single photon
counting apparatus (see ref 33 for details). Subpicosecond time-
resolved emission spectra were recorded with a Kerr-gated
emission spectrometer. This instrument and its use are described
in detail in ref 34. Briefly, the doubled output of a 250 kHz
amplified Ti:sapphire laser (775 nm, 160 fs, 3µJ) is used for
the excitation of a sample contained in a 1 mmquartz flow
cell. Samples were made up to have optical densities of
approximately 0.2. Spontaneous emission from the sample is
routed through a Kerr shutter comprised of a 1 mm liquid
benzene cell placed between crossed polarizers. A delayed pulse
of the laser fundamental is used to gate the emission, which is
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dispersed by a monochomator+ CCD combination used to
record the instantaneous spectrum over the range 400-650 nm.
Spectra are later corrected for the wavelength-dependent
temporal dispersion of the collection optics and the wavelength-
dependent sensitivity of the detectors. The instrument response
of the system, as judged by the signal from solvent Raman
bands, is 450 fs (full width at half maximum, fwhm). Decon-
volution of the data affords resolutions of better than 100 fs,
comparable to those achieved with fluorescence upconversion.
All of the Kerr-gated emission experiments reported here were
performed at room temperature, 20( 1 °C.

trans-DCS readily isomerizes in solution when exposed to
UV light. We made some attempts to characterize this process
to ensure that it did not interfere with our measurements.
Exposure to room light for short periods of time has relatively
little effect on the spectrumtrans-DCS, however, exposure of
more than a few hours leads to noticeable changes to the
absorption spectrum and significant reduction in emission yield
due to the buildup of the cis photoproduct. Whereas we found
that little care was needed to record an absorption spectrum
without causing significant degradation, use of the excitation
light intensities we normally employ for steady-state and time-
resolved emission spectroscopy produced significant loss of
emission intensity during the time required to record data. No
change in the shape of the emission spectrum or in the
characteristics of the time-resolved emission (femtosecond-
nanosecond time scales) could be detected, however. These
observations hold even in samples reaching a photostationary
state, which is expected to consist of comparable amounts of
cis and trans isomers.1 Thus, at least on time scales of>100 fs,
the cis isomer appears to be completely nonfluorescent, and its
presence does not interfere with most of the measurements made
here. For convenience, the samples used for the femtosecond
time-resolved measurements therefore consisted of mixtures of
cis and trans isomers under approximately photostationary
conditions. In contrast, for measurements of accurate absorption
spectra and especially for emission quantum yield determina-
tions, care was taken to avoid any unnecessary exposure to light.
Samples for such measurements were prepared under red light
and stored in the dark prior to use. Such samples remain
unchanged for periods of many weeks. When recording spectra
of these samples, excitation energies were maintained at such
a sufficiently low level that isomerization was minimized (<30%
emission intensity decrease per hour, compared to the 4 min
needed to record a spectrum). With these precautions, we believe
that all of the results presented here are representative of the
photophysics of puretrans-DCS.

III. Electronic Structure Calculations

To help characterize the electronic properties of DCS, we
performed ab initio and DFT calculations using the Gaussian0335

program and semiempirical calculations with AMPAC 8.36

Optimization of the ground state oftrans-DCS using the AM1
and RHF/6-31G(d,p) methods produces significantly nonplanar
structures of the stilbene portion of the molecule. Denoting
torsional angles according to Scheme 2, these methods predict

that the phenyl groups are twisted by approximately 20° relative
to the central double bond (τ2 andτ4, Table 1). B3LYP/6-31G-
(d,p) calculations, on the other hand, predict an essentially planar
stilbene framework, as did the prior calculations of Amatatsu.16

Such variability is consistent with recent calculations on the
parent molecule stilbene, which show that these torsional
potentials are sensitive to details of the basis set and correlation
level employed.37 We note that both the AM1 and RHF/6-31G-
(d,p) calculations predict that the planar structure lies less than
2 kJ/mol higher in energy than the optimally twisted forms.
Furthermore, the RHF and B3LYP calculations show that
concerted twisting aboutτ2 andτ4 occurs at very low frequen-
cies, 23 and 9 cm-1, respectively. At room temperature,
molecules will therefore be distributed over a broad range of
angles centered on the planar structure,4,38 whether or not it is
a true minimum as in the case of stilbene itself.37,39 Because
the calculated properties are not very sensitive to the twist angle
over the relevant range, in the remaining discussion, we assume
a planar stilbene framework for the trans molecule.

The dipole moment oftrans-DCS in the ground state is
calculated to be between 6 and 10 D, with the calculations
expected to be the most accurate when predicting values close
to 8 D (Table 1). The experimental value, measured in benzene
and dioxane solution, is somewhat smaller, 7.0 D.40 Figure 1
provides a representation of the ground-state charge distribution
of DCS in terms of electrostatic potential fit charges. The dipole
moment lies nearly parallel to the long inertial axis of the
molecule and is produced by a charge distribution consisting
of net charges of+0.11,-0.16, and+0.05e on the dimethy-
lanilino, ethylenic, and benzonitrile portions of the molecule.

Properties of the S1 state of DCS were calculated using the
AM1/CI method, and some results of these calculations are
summarized in Table 2. The CI employed here entailed mixing
of approximately 1200 energy-selected microstates from single
and multiple excitations of electrons among the 10 states
surrounding the highest occupied molecular orbital to lowest
unoccupied molecular orbital (HOMO-LUMO) gap.36 These
calculations predict the geometry of the S1 state to be planar
with respect to both the stilbene framework and the dimethy-
lamino group. The dipole moment of S1 is calculated to be 14.5
D and oriented within 5° of the S0 dipole direction. Electro-
chromic absorption and emission measurements indicate values
of between 20 and 21 D forµ1 in dioxane3,40,41and cyclohex-
ane,8 considerably higher than the calculated value. (Many
estimates of the S1 moments have also been made on the basis
of solvatochromic measurements,6-11 but these results are less
definitive, as will be discussed in detail in section VI.) Although
there will be some (∼15%) enhancement of the dipole moment
in solution compared to the gas phase,42 it appears that the AM1/
CI calculations significantly underestimate the increased charge
separation in the excited state. As shown in Table 2, the same
is true of higher-level CASSCF calculations,17 whereas lower-
level CNDO calculations14 predict values closer to experiment.
The difference between the S1 and S0 charge distributions (both
from AM1/CI calculations) and the difference dipole∆µb ) µb1

- µb0 (8.3 D) are illustrated on the bottom panel of Figure 1.
The charge redistribution predicted is such that a charge of
+0.27e shifts from the anilino ring to the ethylenic (-0.10e)
and benzonitrile (-0.17e) portions of the molecule. As shown
in Table 2, the transition energy and oscillator strength are
reasonably reproduced by the AM1/CI method.

We have also performed a number of AM1/CI calculations
of different excited-state geometries of DCS to help address
the question of whether multiple excited states might be
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responsible for the emission of DCS in solution. More detailed
and sophisticated calculations have already been performed by
Amatatsu for this purpose,16-18 who concluded that in polar
solvents the emitting state is the twisted intramolecular charge-
transfer (TICT) state that results from a 90° twist about the
anilino bond16,17 (τ2 in Scheme 2). Lapoudyade et al.,14 who
performed CNDO/S calculations of variously twisted forms of
DCS, also cited this geometry as a likely candidate for the
emitting state in polar solvents. Figure 2 shows the AM1/CI

predictions for the lowest excited states as functions of the
putative TICT coordinateτ2. The states of interest are S1 and
S5, shown with filled symbols. In the planar geometry, the S1

state consists mainly of the HOMOf LUMO excitation (72%
+ 10% from HOMOf LUMO + 2). Figure 3 illustrates the
nature of the molecular orbitals involved. In the planar geometry,
the HOMO and LUMO orbitals are primarily located on the
donor and acceptor portions of the molecule, but there is
considerable delocalization of both orbitals over the wholeπ
system. The S0 f S1 transition thus entails only a fraction of a
full electron transfer from the anilino fragment to the remainder
of the molecule, which leads to a calculated S1 dipole moment
of ∼15 D. The TICT state (S5, τ2 ) 90°) is also dominated by
the HOMO f LUMO excitation (98%), and the molecular
orbitals are of similar character to those in the planar geometry.
The main difference is that at 90° the anilinoπ orbitals are
completely decoupled from the remainingπ orbitals so that the
HOMO f LUMO excitation entails a full electron transfer from
the donor to the acceptor and thereby generates a huge dipole
moment of 30 D. Other calculations provide similarly large

TABLE 1: Calculated Properties of Isolated (S0) DCS

trans cis

method τ2/dega τ4/dega ω/dega µ/D µ/Da ∆E(c - t)/kJ mol-1 a

AM1 16 23 22 6.13 3.58 7.8
RHF/6-31G(d,p) 17 23 28 8.26 6.24 16
RHF/6-31G(d,p)- t-planarb (0) (0) 21 8.47 15
B3LYP/6-31G(d,p) 0 0 10 9.83 7.05 22
MP2/6-311G(d,p)//RHF/6-31G(d,p) (17) (23) (28) 7.86 5.65 7.1
CASSCF/pDZ//RHF/pDZc 0 0 33 7.71

a τ2, τ4, andω refer to the angles shown in Scheme 2.µ is the permanent dipole moment.∆E(c - t) is the energy difference between the cis and
trans conformations.b t-Planar refers to a partial optimization oft-DCS in which all of the stilbene ring atoms are constrained to be coplanar.
c From refs 16 and 17.

Figure 1. ESP-fit atomic charges of DCS in the ground state from
MP2/6-311G(d,p) calculations (top) and S1 - S0 charge differences
from AM1/CI calculations (bottom). Charge magnitudes are propor-
tional to the radii of the circles as indicated. Open circles denote positive
charge, and filled circles denote negative charge. The orientations of
the ground-state dipole moment (top) and difference dipoleµb1 - µb0

are indicated (dashed lines) relative to the inertial axes (solid).

TABLE 2: Calculated Properties of Isolated S0 and S1
trans-DCSa

method µ0/D µ1/D ∆Eb/eV f ref

AM1/CI 6.21 14.5 3.38 0.96 this work
CNDO/S 6.76 18.7 3.82 0.75 14
(8,9)CASSCF/pDZ 7.71 15.7 5.15 (3.69)c 1.26 17
expt 7.0d 21d 3.29 0.6-0.8e

a All results are for a planar stilbene framework.µ0 andµ1 are the
S0 and S1 dipole moments,∆E the vertical energy gap, andf the
oscillator strength of the S0 f S1 transition.b Computed values are
vertical excitation energies. The experimental value is from the
absorption maximum in hexane.c Amatatsu17 showed that the high value
of 5.15 eV obtained using the CASSCF method could be brought into
better agreement with that of the experimental by applying a multi-
reference MP2 correction.d Reference 40.e These values represent the
range observed in various solvents.

Figure 2. Gas-phase energiesE, dipole momentsµ, and transition
dipole moments with the ground-stateM0i, of the lowest five singlet
states S1-S5 of DCS as functions of the anilino twist angle (τ2 in
Scheme 2). These results are from AM1/CI calculations in which the
geometry of the stilbene ring system has been constrained to be planar
with the exception of theτ2 angle and the remaining coordinates
optimized. The two states of particular interest, S1 and S5, are shown
with filled symbols. Note that the character of the S1(0°) state
interchanges with that of the S2(0°) state nearτ2 ) 73° as a result of
an avoided crossing.

trans-4-(Dimethylamino)-4′-cyanostilbene J. Phys. Chem. A, Vol. 110, No. 10, 20063457



dipole moments of the TICT state (29,16 35,17 and 46 D14). In
the gas phase, all calculations place the TICT state well above
the planar S1 state in energy. But the dipole moment of the
TICT state is large enough relative to the dipole moments of
the remaining states that dielectric continuum estimates locate
the TICT state close to or lower in energy than the S1(0°) state
in polar solvents.16 Moreover, self-consistent reaction field
calculations by Amatatsu have shown that there is little energy
barrier to twisting in a polar solvent such as dimethyl sulfoxide.17

Such observations have led some workers to propose that
the TICT state is probably responsible for DCS emission in polar
solvents.14,16,17 However, one prediction of the calculations
illustrated in Figure 2 argues strongly against this interpretation.
The same decoupling of the donor and acceptorπ systems that
leads to full charge separation also breaks the spectroscopic
coupling between the TICT and ground states and leads to a
precipitous drop in the transition momentM05. Among all of
the states predicted by these calculations, only the S1(0°) state
is strongly coupled to the ground state, with a predicted
transition moment of 3.4 D. The experimental values, discussed
later, are in the range of 6-8 D. States S2-S4 possess much
smaller transition moments, which do not change dramatically
(apart from the S1 T S2 identity reversal) with twist angle. S5,
in contrast, begins as a weak transition nearτ2 ) 0 and becomes
essentially forbidden atτ2 ) 90°. If this state played a significant
and solvent-polarity-dependent role in the emission of DCS,
then one would expect very large changes in the emission
strength with the solvent. As described in section V, such
changes are definitely not observed. Thus, the calculations
appear to be incorrect in the prediction that an anilino TICT
state is energetically favored in polar solvents.

Finally, we briefly mention what electronic structure calcula-
tions predict for the cis isomer of DCS. Some results are
provided in Table 1. All of the methods examined here predict
the ground state of the trans isomer to be the lower energy form
in the gas phase by at least 7 kJ/mol. RHF and B3LYP
predictions for the harmonic free energies at 298 K favor the
trans isomer by 18 and 29 kJ/mol. All methods also predict the

trans form to have the larger dipole moment, which would
additionally favor this isomer in solution. These results are
consistent with our NMR-based observations of<5% cis isomer
in CDCl3 solution at room temperature in the absence of UV
excitation. “Absorption spectra” of the trans and cis isomers
predicted by the AM1/CI calculations are compared with
experimental spectra in Figure 4. As illustrated here, the main
qualitative features of the experimental spectra are reasonably
reproduced by the calculations. Thus, the relative intensity of
the S1 absorption and the approximate positions of the major
bands predicted are close to those observed. (Note that the
wavelength scales used for the experimental and computed
spectra differ by 25 nm, but this difference is roughly what
would be expected for the gas-to-solution shift.) The prediction
of S0 f Sn>1 transitions in the region near 300 nm and their
oscillator strengths relative to the S0 f S1 absorption also appear
to be consistent with the experimental spectra. Finally, we note
that, at least in the gas phase, the S1 state in trans-DCS is
separated by 3900 cm-1 from the next singlet state, and as
illustrated by Figure 2, this separation persists to large twist
angles.

IV. Solvent Dependence of the Steady-State Spectra

Representative absorption and steady-state emission spectra
of DCS are provided in Figure 5. As illustrated here, both the
absorption and emission of DCS exhibit some vibronic structure
in nonpolar solvents such as hexane. This structure is absent in
solvents of even modest polarity like isopropyl ether. But this
structure does not signal any qualitative distinction between the
behavior of DCS in polar and nonpolar solvents. Measurements

Figure 3. Frontier molecular orbitals calculated for the planar and
twisted geometries of DCS.

Figure 4. Absorption spectra of trans and cis isomers of DCS. The
top panel shows experimental spectra in cyclohexane solvent obtained
from an analysis of a series of spectra as a function of irradiation time
beginning with a puretrans-DCS sample. (These spectra are comparable
to spectra of cis and trans isomers separated by HPLC.83) The vertical
scale of the experimental cis spectrum is only approximate. It was set
by assuming a ratio of cis/trans maximum extinction coefficients of
0.41 for the 350 nm band, based on the spectra of stilbene andtrans-
4-(dimethylamino)-4′-nitrostilbene.1 The lower panels show AM1/CI
calculated spectra in the gas phase. The stick spectra are the calculated
oscillator strengths, and the continuous curves are the result of
convoluting these spectra with a Gaussian function (50 nm fwhm).
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in hexane+ isopropyl ether mixtures (see the Supporting
Information) reveal that the change in band shape from nonpolar
to polar solvents is a continuous function of solvent polarity.
As illustrated by the data in Figure 5, with increasing solvent
polarity, both the absorption and emission bands shift to the
red and simultaneously the absorption broadens whereas the
emission narrows.

We have used a number of metrics to characterize the spectra
of DCS in different solvents. Some of these data are collected
in Table 3. Listed here are the peakνx

pk and average (first-
moment)〈νx〉 frequencies measured directly from the spectra,

as well as parameters derived from fitting the spectra to
empirical line shape functions defined by

These expressions represent each spectrum by a progression of
vibronic peaks of widthΓ ) (8 ln 2σ)1/2 built on a “0-0
frequency”ν0 and resulting from a single harmonic mode of
frequencyω displaced by an amount∆ ) (2S)1/2. Expressions
of this sort can be derived from a semiclassical description of
electronic spectra43 in which case classical reorganization terms
would be separated from thehν0 terms and explicitly connected
to the widths of the vibronic linesσ (or Γ). Here, we use eqs 2
and 3 to provide both well-defined frequencies for solvatochro-
mic analysis and approximate measures of how the vibronic
structure changes with solvent, via the Huang-Rhys factorS.
The curves in Figure 5 show fits of the experimental data
(points) using these expressions. As illustrated in this figure,
the fit is good in nonpolar solvents such as hexane and excellent
in more polar solvents. Furthermore, by fixing the vibrational
frequencyω at the value observed in hexane (1375 cm-1) when
fitting all other spectra, both absorption and emission, we find
that the remaining spectral parameters are precisely defined by
these fits. Note that, as predicted by the calculations of the last
section, there appears to be an additional absorption due to S0

f Sn>1 transitions in the regionν > 28 000 cm-1. This region
is therefore excluded when fitting the absorption spectra.

The absorption and emission frequencies of DCS are well
correlated by dielectric measures of solvent polarity, as has
already been noted in several previous reports.9-11 An example
of such a correlation is provided in Figure 6 where we plotνabs

0

andνem
0 vs the dielectric functiondc(ε) - dc(nD

2) whereε and

TABLE 3: Characteristics of Steady-State Spectra of DCS (25°C)

no. solvent nD
b εb νabs

pk c,e 〈νabs〉c,e νem
pk c,e 〈νem〉c,e νabs

0 d,e Γabs
d Sabs

d νem
0 d,e Γem

d Sem
d

1 n-hexane 1.372 1.88 26.59 26.92 23.63 22.72 25.25( .05 1.53 1.27 24.14( .05 1.17 1.26
2 cyclohexane 1.424 2.02 26.38 26.75 23.44 22.53 25.02( .05 1.53 1.30 23.95( .05 1.15 1.26
3 n-decane 1.410 1.99 26.37 26.74 23.47 22.57 25.04( .05 1.52 1.27 23.97( .05 1.16 1.25
4 TCTFEa 1.356 2.41 26.57 26.84 22.84 22.17 25.10( .05 1.69 1.33 23.44( .05 1.49 1.16
5 diisopropyl ether 1.366 3.88 26.36 26.62 21.56 21.21 24.82( .05 1.82 1.37 22.15( .14 2.01 0.97
6 ethyl acetate 1.370 6.02 26.21 26.46 20.31 20.03 24.50( .09 1.96 1.48 20.63( .28 2.33 0.68
7 tetrahydrofuran 1.405 7.58 25.99 26.25 20.13 19.92 24.24( .10 1.96 1.49 20.39( .32 2.60 0.63
8 HMPAa 1.457 29.30 25.34 25.71 18.90 18.91 23.81( .05 2.12 1.34 18.79( .53 2.96 0.21
9 acetone 1.356 20.56 26.13 26.39 19.23 19.11 24.10( .22 1.94 1.70 19.30( .43 2.70 0.39

10 dimethyl sulfoxide 1.478 46.45 25.37 25.74 18.31 18.20 23.52( .15 2.06 1.58 18.36( .42 2.68 0.38
11 dimethylformamide 1.428 36.71 25.64 25.97 18.62 18.50 23.83( .13 2.08 1.55 18.71( .41 2.66 0.43
12 acetonitrile 1.342 35.94 26.12 26.32 18.78 18.66 24.23( .15 2.13 1.58 18.85( .43 2.72 0.39
13 methanol 1.327 32.66 26.20 26.39 18.76 18.65 24.11( .24 1.99 1.74 18.86( .42 2.87 0.45
14 ethanol 1.359 24.55 26.09 26.32 19.15 19.06 24.14( .19 1.99 1.64 19.26( .43 2.89 0.43
15 1-propanol 1.384 20.45 26.01 26.27 19.36 19.22 24.10( .17 1.96 1.62 19.46( .42 3.01 0.48
16 1-pentanol 1.407 13.90 25.93 26.22 19.66 19.53 24.06( .16 1.93 1.60 19.69( .45 3.24 0.44
17 p-dioxane 1.420 2.21 26.23 26.51 21.21 20.87 24.52( .10 1.83 1.49 21.56( .24 2.29 0.76

a Solvent abbreviations are TCTFE) 1,1,2-trichlorotrifluoroethane and HMPA) hexamethylphosphoramide.b Values of the refractive index
nD and dielectric constantε are from ref 81.c νx

pk and〈νx〉 are the peak and first-moment frequencies of the spectra (x ) absorption or emission).
d νx

0, Γx, andSx are the parameters obtained from fits to the semiclassical model described by eqs 2 and 3 (withΓx ) (8 ln 2)1/2σx). All frequencies
and width parameters are in units of 103 cm-1. e To avoid contributions due to additional absorption bands (S0 f Sn>1) at higher frequencies, the
integrations required for the determination of〈νabs〉 were performed up to 30 000 cm-1, and the fits to eqs 2 and 3 only included frequencies
somewhat lower than this value. Uncertainties inνx

pk and〈νx〉 are expected to be less than 100 cm-1. The uncertainties listed for the values ofνx
0,

which are used in later fitting, are estimates of the net uncertainty in determining the correct solvent-induced component of the frequencies. They
are often much larger than the former uncertainties due to the ambiguity introduced by the changing band shapes.

Figure 5. Steady-state absorption and emission spectra of DCS in
n-hexane, tetrahydrofuran (THF), and dimethyl sulfoxide (DMSO). All
spectra are shown normalized to constant peak height. The points denote
the experimental spectra (thinned for clarity), and the solid curves are
the fits to eqs 2 and 3.

Aabs(ν) ∝ ν ∑
m)0

∞ Sabs
me-Sabs

m!
exp{- (hνabs

0 + mpω - hν)2

2σabs
2 } (2)

Fem(ν) ∝ ν3 ∑
m)0

∞ Sem
me-Sem

m!
exp{- (hνem

0 - mpω - hν)2

2σem
2 } (3)
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nD are the solvent dielectric constant and refractive index and

As described shortly (and in detail in the Appendix), the function
dc(ε) - dc(nD

2) represents the nuclear solvent response to a
polarizable dipolar solute. The solute polarizability operates
through the factorc, for which we use a value of 0.235. We
will discuss the choice of this value and the interpretation of
these correlations further in section VI. For now, we merely
concentrate on empirically describing the solvent dependence
observed in the spectra. In Figure 6, we distinguish between
polar aprotic solvents (filled symbols) and alcohols (open
symbols). As illustrated in this figure, there is no distinction
between the behavior of DCS in these two solvent classes. The
same can also be said of all of the other equilibrium photo-
physical properties we have examined.

Other characteristics of the spectra (i.e.,Γ andS) can also be
correlated to dielectric measures of solvent polarity. However,
it is probably best to view these other quantities as being
primarily connected to the observed frequencies. These relation-
ships are illustrated in Figure 7. The correlations displayed in
this figure show that the widths (Γ) of the individual vibronic
bands in absorption and emission increase at comparable rates
as solvent polarity increases and the spectra shift to the red.
The Huang-Rhys factorsSabs and Sem, which describe the
breadth of the vibronic progression (or the reorganization energy
in the high-frequency mode,λvib ) pωS), change in opposite
directions as the spectra shift. The relative change inSembetween
nonpolar and highly polar solvents is nearly a factor of 3, and
this change leads to the overall narrowing of the emission spectra
with increasing solvent polarity. The origins of these changes
will be considered in section VI B.

V. Transition Dipole Moments

Significant differences between the character of the electronic
states responsible for absorption and emission, or variations in
the character of these states with solvent polarity, should be
clearly revealed in the transition dipole moments coupling S0

and S1. For this reason, we have measured the absorption and

emission transition dipole moments of DCS in several solvents.
The data required are compiled in Table 4, together with
available comparisons of data from previous studies. We note
that the extinction coefficientsεmaxand emission quantum yields
φem measured here tend to systematically be higher than most
literature values, with average differences being∼15% inεmax

and∼60% inφem. In contrast, our emission lifetimesτem are in
excellent agreement with literature values. We conjecture that
these differences in the former quantities but not inτem might
reflect the effects of cis photoproduct contamination, which, as
described in the Experimental Methods section, has the largest
effect onφem measurements but is undetectable in the emission
decays.

Absorption transition moments are calculated according to
the relation44,45

whereh is Planck’s constant,c the speed of light,NA Avogadro’s
number,n the solvent refractive index, andε(ν) the decadic
molar extinction coefficient. The integration overε(ν) is taken
from a low value ofν to the minimum inε(ν) near 31 000 cm-1

(see Figure 5). Emission transition moments are calculated
from44,45

whereν̃3 ) ∫ F(ν) dν/ ∫ F(ν)ν - 3 dν with F(ν) denoting the
observed emission spectrum andkrad ) φem/τem. The factorf(n)
appearing in both of these expressions is a reaction field factor
relating the external electric field to the “internal” field acting
on the molecule. There are varying opinions as to the correct
form of f(n).46-48 For simplicity, we adopt the choicef(n) )
1.44 As shown in previous work,45 popular alternative choices
of f(n) do not alter the solvent dependence of the calculated
moments significantly, but they tend to uniformly increase the
transition moments calculated by up to 17%.

At least to within the appreciable uncertainties in these data,
both the absorption and emission transition moments are
independent of solvent and nearly equal:

Thus, we find no evidence for any marked variation in the nature
of the S1 state as a function of solvent polarity. The fact that
Mabs andMem are nearly equal also argues against there being
a substantial difference between the Franck-Condon state
reached by absorption and the state from which emission occurs.
Finally, given the near-zero transition moments predicted for
the anilino TICT state in the previous section, and the large
transition moments observed here (f ∼ 1 in all solvents), it is
unlikely that such a state plays any significant role in the
observed emission of DCS.

VI. Modeling the Solvent Dependence of the Spectra

We now attempt to analyze the solvent dependence described
in the last two sections, to learn what these data imply about
the electronic states of DCS in solution. We consider two
different models. Both models employ a relatively standard
description of solute-solvent interactions, treating the solute
as a spherical cavity of radiusa containing a point dipole
moment and some sort of polarizability and the solvent as a
dielectric continuum. In the first model, we assume that all of

Figure 6. Absorption and emission “0-0” frequencies plotted against
the dielectric continuum measure of solvent nuclear polarizabilitydc-
(ε) - dc(n2). Circles and triangles denote absorption and emission
frequencies and filled and open symbols denote polar aprotic and
alcoholic solvents, respectively. The data for dioxane is not included
in this figure due to the inability of dielectric models to properly capture
the polarity of this quadrupolar solvent.72

dc(x) ≡ d0(x)

1 - 2cd0(x)
with d0(x) ≡ x - 1

2x + 1
(4)

Mabs
2 ) 3hc

8π3

ln(10)
NA

1
f(n)

1
n∫abs

ε(ν)
ν

dν (5)

Mem
2 ) 3hc3

64π4

1
f(n)

krad

n3ν̃3
(6)

Mabs) 6.7( 0.4 D and Mem ) 7.6( 0.8 D
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the relevant properties of the solute, the cavity radius, the (gas-
phase) dipole momentsµb0, µb1 in the S0 and S1 states, and the
polarizability R, are independent of the solvent. We will refer
to this model as the “independent-state” (“IS”) model. Such a
model is at least partially successful in interpreting the spectral
shifts observed, however, it is an incomplete description
regarding transition moments and is also mute as to why the
vibronic structure in emission should charge so markedly with
polarity.

We therefore also consider the experimental data in light of
a description in which the properties of the S0 and S1 states are
assumed to derive from solvent-dependent mixing between two
valence bond states of differing charge-transfer character. This
model has the advantage over the IS model that it allows for a
more proper description of transition moments and an initial
treatment of vibronic struture. We refer to this second model
as the coupled-state (“CS”) model. Both models are explained
in detail in the Appendix. Here, we focus on their ability to
represent the experimental observations.

A. Independent-State (IS) Model. In the IS model, the
electronic properties important to solvatochromism,a, µb0, µb1,
andR, are considered to be characteristics of the isolated solute
and to be independent of the solvent. This type of model is
most often used to derive solute dipole moments from solva-
tochromic data of the sort shown in Figure 6. In first pass, we

take the polarizabilities of the two states to be fixed at the value
0.235a3 estimated from semi-empirical calculations in a con-
tinuum solvent.49 As detailed in the Appendix, such a model
predicts that the absorption and emission frequencies should
be linearly related to the reaction field functionsdc(x) defined
in eq 4 via

where

and wherec ) R/a3 (0.235 here). In eqs 9 and 10 and in the
subsequent discussion, we assume thatµb0 andµb1 are parallel,
which is an excellent approximation according to electronic
structure calculations (Figure 1).

Table 5A lists the results of fitting the “0-0” frequencies
according to eqs 7-10. The first row “R1” provides the
constants of the lines plotted in Figure 6, which is the fit
obtained by ignoring the dependence ondc(n2) in these equa-

TABLE 4: Quantities Related to Transition Dipole Moment Determinationsa

no. solvent εmax/103 M-1 cm-1 φem τem/ps krad/ns-1 knr/ns-1 Mabs/D Mem/D

1 n-hexane 0.040 65 0.62 15 8.2( 1
2 cyclohexane 33 (28e) 0.050 (0.03b,0.06g) 75 (75d,66g) 0.67 13 6.0( .2 8( 2
3 n-decane 0.052 87 0.59 11 7.8( 1
5 isopropyl ether 37 (29h,i) 0.043 101 0.42 9.5 6.7( .2 7.6( 1
7 tetrahydrofuran 37 (36b,c) 0.10 (0.06b,c) 242 0.43 3.7 6.8( .2 8.0( .8

10 dimethyl sulfoxide 0.26 (0.11d) 937 (900d) 0.28 0.8 6.9( .5
11 dimethylformamide 0.19 (0.13b) 667 0.29 1.2 7.2( .6
12 acetonitrile 37 (31h) 0.17 (0.13b,0.15f,0.11g) 507 (507f) 0.33 1.6 7.1( .2 8.4( .8
13 methanol 34 0.14 445 (435f) 0.30 1.9 7.0( .2 8.2( .6
15 1-propanol 34 0.11 345 (332f) 0.30 2.6 6.7( .2 7.3( 2
16 1-pentanol 0.069 338 0.20 2.8 5.7( 1

a εmax denotes the maximum value of the decadic molar extinction coefficient,φem andτem the emission quantum yield and lifetime,krad andknr

the radiative and nonradiative rate constants, andMabs and Mem the absorption and emission transition dipole moments. Uncertainties in these
quantities are estimated to be roughly 5% ofεmax, 5-15% ofφem, and∼5% of τem. Values in parentheses are from the literature sources:b Reference
12. c The solvent used was methyltetrahydrofuran rather than tetrahydrofuran.d Reference 2.e Reference 11.f References 10 and 13.g Reference
82. h Reference 9.i The solvent used was ethyl ether rather than isopropyl ether.

TABLE 5: Results of Fitting νabs and νem to Various Modelsa

5A. Dielectric Regressions

øV
2 #V νabs

0 Aabs Cabs νem
0 Aem Cem

R1 6.4 4 25.16 (0) -2.89 24.13 (0) -12.84
R2 1.0 6 27.70 -12.00 -2.98 28.07 -18.61 -12.97

5B. Fits to the Complete Independent-State Model

øV
2 #V ∆F0 λvib µ0 µ1 R/a3 µ0(ε ) ∞) µ1(ε ) ∞)

F1 6.7 3 26.19 0.67 (7.5) 18.0 (0.24) 9.8 23.5
F2 4.7 3 26.65 0.62 (7.5) 21.0 (0) 7.5 21.0
F3 1.6 4 26.25 0.54 4.2 17.5 (0.24) 5.5 22.8
F4 0.8 5 25.66 0.55 3.1 13.1 0.55 2.2 29.1

5C. Fit to Coupled-State Model

øV
2 #V ∆E Λvib Vel µN µCT ø0 ø1 µ0 µ1 R0/a3 R1/a3

CS 3.3 4 20.9 3.39 8.3 (0)b 23.9 ε ) 1 0.91 0.87 2.2 20.8 0.09 -0.14
ε ) ∞ 0.88 0.75 2.9 17.8 0.13 -0.30

a øν
2 is the goodness-of-fit parameter, and #V is the number of model parameters varied in the fit. Other quantities are described in the text.

Energetic quantitiesνx
0, ∆F0, λvib, ∆E, Λvib, andVel are in units of 103 cm-1, dipole moments are in units of Debye, and the regression slopesAx and

Cx are in units of 103 cm-1 Å3 D-2. Values in parentheses indicate parameters held constant in a given fit. In all cases, the solute cavity radius is
fixed at a value ofa ) 5.75 Å. b Because the electronic polarizabilities vary little among the solvents studied, the predictions of the CS model are
primarily dependent on the difference dipoleµCT - µN rather than on their individual values. For simplicity, we therefore fixedµN ) 0.

hνabs) hνabs
0 + Aabsdc(n

2) + Cabs{dc(ε) - dc(n
2)} (7)

hνem ) hνem
0 + Aemdc(n

2) + Cem{dc(ε) - dc(n
2)} (8)

Aabs) - (µ1
2 - µ0

2)a-3 Cabs) -2µ0(µ1 - µ0)a
-3 (9)

Aem ) - (µ1
2 - µ0

2)a-3 Cem ) -2µ1(µ1 - µ0)a
-3 (10)
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tions. The quality of this fit can be judged by the goodness-
of-fit parameterøν

2, which should be close to unity if the model
represents the experimental data to within its estimated uncer-
tainties.50,51 The value øν

2 ) 6.4 here indicates, as does
inspection of Figure 6, that the data cannot be fit to within the
estimated uncertainties in this manner. Inclusion of the electronic
polarizability term (fit “R2” in Table 5A) leads to a greatly
improved fit, as indicated by the valueøν

2 ) 1.0. Although
addition of this term does not alter the slopesCabs and Cem

significantly, it greatly reduces the deviations from the basic
trend withdc(ε) - dc(n2) shown in Figure 6. The top panel of
Figure 8, which shows the deviations between calculated and
observed frequencies, illustrates the good quality of this latter
fit.

Unfortunately, the coefficients derived from these regressions
do not provide a consistent description of the dipole moments
of DCS within the context of the above model. If one assumes
the dipole moment in S0 and the cavity radius to be known, all
four parametersAabs, Cabs, Aem, andCem can be used to estimate
the dipole moment of the S1 state. For example, adopting the
value µ0 ) 7.5 D, which is a compromise between the
experimental and calculated dipole moments (Table 1), and the
valuea ) 5.75 Å, based on the estimated van der Waals volume
of DCS,52 the best determined coefficientsCabsandCem indicate
S1 dipole moments ofµ1 ) 15.0 ( 0.2 and 19.8( 0.0 D,
respectively. The difference between these two estimates is well
beyond the uncertainties in the data. Using a similar sort of
analysis, Zachariasse and co-workers10 previously concluded that
there must be a significant difference between the dipole
moment of DCS in the Franck-Condon state created by
absorption (µ1

FC ∼ 15 D fromCabs) and that of the equilibrated
emitting state (µ1

eq ∼ 20 D). We consider this idea further after
presenting a more complete analysis using the same basic model.

To explore whether the discrepancy noted above is a result
of simplifications made in deriving eqs 6-9 or is due to

particular choices of model parameters, we also fit the experi-
mental frequencies directly to the full IS model using a nonlinear
least-squares approach. Calculatingνabs and νem using this
representation of a polarizable dipolar solute having two
independent electronic states depends on the collection of six
model parameters:a, ∆F0, λvib, µ0, µ1, andR. In addition to
the parameters already described,∆F0 is the free energy
difference between the equilibrium S0 and S1 states in the gas
phase andλvib is the vibrational reorganization energy associated
with any low-frequency internal modes not accounted for by
fitting the spectra to a single high-frequency oscillator using
eqs 2 and 3. Table 5B and the panels labeled “F1” and “F3” in
Figure 8 summarize the results of fitting to this full model. In
all of these fits, we maintain the cavity radius fixed at the value
a ) 5.75 Å. As illustrated by eqs 7-10, frequency shifts are
determined by ratios of the sortµ2/a3 and thusµ0, µ1, anda are
not all independent. We therefore fixa at a value that should
provide sensible magnitudes of the dipole moments.10,52

The first fit, labeled “F1” in Table 5B, is one in which only
∆F0, λvib, andµ1 are allowed to vary, while anticipated values
of µ0 ) 7.5 D andR = 0.24a3 are specified for the remaining
model parameters. This fit yields a value oføν

2 ) 6.7, which
shows it to be of comparable quality to the four-parameter
regression R1. Large systematic errors in bothνabsandνem are
found with this fit. A slightly better, but still unacceptable fit
(F2 in Table 5B), is achieved when the solute is assumed to be
nonpolarizable (R ) 0). This is the choice made in previous
solvatochromic modeling.10,11,14When comparing the polarizable
and nonpolarizable results, it is important to note that the model
dipole momentsµ0 andµ1 discussed here are gas-phase values.
The effective dipole moments in solution are larger by a factor
of [1 - 2(Ri/a3)d0(ε)]-1 when the solute is polarizable.42 For
comparison purposes, the final columns in Table 5B list the
limiting ε f ∞ values of the effective solution-phase dipole
moments. The remaining two fits (F3 and F4) in Table 5B

Figure 7. Correlations of the width of individual vibronic bands (Γ)
and the Huang-Rhys factor (S) in the absorption and emission spectra
with the spectral frequency. All of these spectral characteristics are
obtained from fits of the spectra according to eqs 2 and 3. Large points
denote data in pure solvents, with filled symbols for aprotic solvents,
and open symbols denote protic solvents. Small filled triangles are
emission data from a series of 18n-hexane+ isopropyl ether mixtures.
The correlation lines shown here areΓabs = 10.62-0.358νabs

0 , Γem =
8.84-0.314νem

0 , Sabs ) 6.80-0.218νabs
0 , andSem ) -2.83+ 0.169νem

0 .

Figure 8. Errors in frequenciesνabs (circles) andνem (triangles)
calculated according to various models. From top to bottom the fits
shown correspond to regression #2 (“R2” in Table 5A), fits 1 and 3 to
the independent-state model (“F1” and “F3” in Table 5B), and the fit
to the coupled-state model (“CS” Table 5C). The vertical scale of each
panel spans the range of(2000 cm-1. The values of the goodness-of-
fit parameterøν

2 are indicated in parentheses. Note that the frequencies
fit in the top three panels are apparent 0-0 frequenciesν0 whereas
peak frequenciesνpk are used in the bottom panel. Filled symbols denote
aprotic solvents, and open symbols denote protic solvents.
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illustrate the effects of allowingµ0 andR to vary. Good agree-
ment with experiment,øν

2 ) 1.6 if the four parameters are varied
and øν

2 ) 0.8 if five parameters are varied, can be achieved
only when the ground-state dipole moment is allowed to take
on values that are considerably smaller than those expected.

B. Coupled-State (CS) Model. We next consider the
experimental data in terms of a coupled two-state description
of the spectroscopy. In this description, rather than the S0 and
S1 states being of fixed character, they are described in terms
of the mixing of two valence states of markedly different
polarities, denoted “N) neutral” and “CT) charge transfer”.
Solvent-dependent modulation of the energy gap between the
N and CT states results in a variable mixing and thus variations
in the properties of the resulting S0 and S1 states with solvent.
Such models have a long history in the context of charge-transfer
spectroscopy53,54and a number of recent papers have discussed
such models.5,46,55-63 The details of the particular version we
employ are described in the Appendix. It includes a vibrational
displacement between the N and CT states in the manner
recently proposed by Matyushov and Newton63 and Painelli and
co-workers59-61 for exploring the relationship between solvation
and vibronic structures.

The six parameters specifying the CS model are the solute
cavity radiusa, the gas-phase energy gap∆E, the electronic
couplingVel between the N and CT states, the dipole moments
of these states,µN andµCT (assumed parallel), and the vibrational
reorganization energy between them,Λvib. In this model, the
basis states are assumed to be nonpolarizable. Mixing between
these states confers polarizabilities on the S0 and S1 states that
are of approximately the same magnitude but of opposite sign
in the two states, with the polarizability of S1 being negative.
This unrealistic feature of the model could be remedied by the
addition of explicit polarizabilities to each state as was done
by Matyushov and Newton,63 but we have chosen not to do so
in order to maintain the simplicity of the two-state picture here.

The CS model includes an explicit vibrational coordinate
whose displacement between the S0 and S1 states varies with
the solvent. We therefore use the model to fit the peak
frequencies of the absorption and emission spectra (νpk in Table
3) rather than the “0-0” frequenciesν0 we have used thus far.
Table 5C and the bottom panel of Figure 8 illustrate the best
fit obtained with the CS model. The fit is of lower quality than
that achieved with the IS model using the same number of
adjustable parameters:øν

2 ) 3.3 and clear systematic trends in
the residuals can be seen in Figure 8 (bottom panel). Neverthe-
less, the CS model provides a sensible representation of the
data, similar in most respects to the IS model. For example,
the electronic coupling matrix elementVel obtained from fitting
the frequency data (8300 cm-1) is close to the valueVel ) 9200
cm-1 estimated from the AM1/CI calculations using a general-
ized Mulliken-Hush approach.64 Also listed in Table 5C are
properties of the S0 and S1 states predicted by the CS model at
two extremes of solvent polarity. The quantitiesø0 and ø1

measure the extent of N-CT mixing in the S0 and S1 states.
The values listed here indicate that in the gas phase (ε ) 1) the
equilibrium S0 state is of 91% N character and the equilibrium
S1 state is of 87% CT character. In highly polar solvents (ε )
∞), the extent of mixing is predicted to be significantly larger,
especially in S1. The dipole moments calculated for S1 are close
to those obtained from the IS model fits. As in the case of the
IS model, the best fits of the experimental frequencies to the
CS model imply values ofµ0 that are unrealistically low.

Although the CS model does not represent the frequency data
as well as the IS model, it provides insight into the solvent

dependence found in other features of the spectra. For example,
in section V we found that the transition moments of absorption
and emission are approximately equal to one another and
apparently invariant with solvent. This sort of behavior is what
would be anticipated if the S0 and S1 states were truly
independent, as assumed in the IS model. On the basis of this
viewpoint, we previously interpreted such behavior to indicate
an S0 T S1 transition uncomplicated by the presence of
significant interactions with other electronic states.45 However,
such a perspective has been criticized as being inconsistent46,59

because, if only two electronic states are involved, the transition
moments should be inversely proportional to the transition
frequencies (eq A35) and therefore display the same solvent
dependence as these frequencies. It is therefore of interest to
see what the CS model, fitted to the experimental frequencies,
implies about the transition moments.

A comparison of the model and experimental results is shown
in the top panel of Figure 9. It is noteworthy how close the
model transition moments (solid curve) are to the experimental
values. Averaging over the entire set of absorption and emission
data yields a calculated average of 8.8 D vs 7.2 D from
experiment. This 20% average difference could easily be
accounted for by choosing a differentf(n) function to evaluate
the experimental moments (see eqs 5 and 6 and text) or a modest
increase in the cavity radius employed in the model. However,
the frequency dependence of the model is not reflected in the
experimental data. The observed values ofνabs

pk andνem
pk span

the range (18-26) × 103 cm-1, and over this range, the CS
model predicts a factor of 1.45 variation in the transition
moments. Although the uncertainties in the emission transition
moments are large (and there may be systematic errors in
correction factors not accounted for here), the data do not seem

Figure 9. Observed and CS model predictions for the absorption and
emission transition moments and Huang-Rhys factors plotted as
functions of peak frequency. The experimental results are shown as
points, with the circles being absorption and triangles the emission data.
The model predictions are the solid curves. The dashed line in the top
panel is the model prediction scaled by a factor of 0.8 for comparison
to the experimental trend. When the Huang-Rhys factors are calculated
from the CS model, a value ofλvib ) 550 cm-1, obtained from the fits
to the IS model, was subtracted from the fitted value ofΛvib to account
for low-frequency contributions. Filled symbols denote aprotic solvents,
and open symbols denote protic solvents.
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to support such a large variation. It is more likely that the two-
state representation used here is oversimplified and that there
is some modest mixing of S1 with other states that accounts for
the discrepancy, as has been suggested in other cases.47,65,66

The CS model also predicts a dependence of the vibronic
line widths, as represented by the Huang-Rhys factorsSabsand
Sem, upon transition frequency. The comparison between the
model predictions and experiment is provided in the bottom
panel of Figure 9. A much stronger frequency dependence is
predicted for these quantities than for the transition moments,
and this dependence is rather close to what is observed in
experiment. In viewing the comparisons in Figure 9, it should
be emphasized that the predictions of bothMx andSx have been
made solely on the basis of the model parameters required to
fit the experimental frequencies. No further adjustment is made
here. Furthermore, only four quantities,∆E, Vel, (µbCT - µbN)/
a3, andΛvib are important in determining these results. The level
of agreement shown for bothMx and Sx is therefore a strong
endorsement of the utility of this coupled-state approach as a
starting point for understanding the spectroscopy of DCS. The
systematic deviations in the frequencies shown in Figure 8, as
well as the incorrect frequency dependence predicted forMem,
suggest that refinement of the model, by incorporating the effects
of mixing additional states with S1, might prove fruitful. But
we leave such refinements to future work.

VII. Time-Dependent Emission Spectra

We have measured time-resolved emission spectra of DCS
in 13 solvents using the Kerr-gated emission method.34 Rep-
resentative spectra in three solvents are shown in Figure 10.
These spectra were derived by fitting the raw decay data with
an iterative reconvolution scheme34 to partially remove the
effects of instrumental broadening. (The instrumental response
here is 450 fs fwhm.) Also shown in Figure 10 are the steady-
state spectra (open circles) and the spectra expected prior to

any solvent relaxation (filled circles). The latter, “time-zero”
spectra were generated using eq 3 by assuming thatνem

0 (t ) 0)
= νabs

0 - 2λvib and using the steady-state correlations in Figure
7 to estimate the line shape parameters viaΓem(t ) 0) =
Γem[νem

0 (0)] andSem(t ) 0) = Sem[νem
0 (0)]. As illustrated by the

data in Figure 10, the early time-resolved spectra appear to
extrapolate reasonably to these estimates of the initial spectra.
In the highly polar solvents depicted here, the magnitude of
the dynamic Stokes shift is about 3000 cm-1. It decreases to
∼1000 cm-1 in the least polar solvent examined, diisopropyl
ether (Table 6). The spectral evolution in all cases consists
primarily of a continuous spectral shift, without dramatic
changes in spectral shape or intensity. We sometimes observe
irregularities in the shapes and widths of the early-time spectra
of the sort exemplified by the acetone data in Figure 10. These
irregularities are not reproducible and are mainly related to
difficulties in completely removing the effects of Raman scatter
near 24 000 cm-1 from the spectra. These spectra do not indicate
the presence of the sort of two-state kinetics that was previously
suggested for DCS in acetonitrile,31 methanol,31 and ethanol.29

Our observations are instead consistent with the more recent
conclusion of Ernsting and co-workers28 that solvation dynamics
is entirely responsible for the observed spectral evolution.

To analyze these data further, we determined the time
dependence of the average (first-moment) frequencies of the
spectraνj(t) by performing simultaneous iterative reconvolution
fits of the zeroth and first moments of the raw spectra.34,67The
main results of this analysis are summarized in Table 6. Figure
11 shows examples of the deconvolutedνj(t) data in the form
of normalized spectral response functions

The solid curves in Figure 11 are what is observed with DCS.
Also shown for comparison are data recorded previously68 with
the well-established solvation probe coumarin 153 (C153).45,68-72

The latter data were obtained using a fluorescence upconversion
instrument with a 120 fs response time. As illustrated by these
comparisons, the normalized spectral dynamics of DCS are
comparable to those of C153. Both the time scale of the
relaxation and, as illustrated here, the shapes of theSν(t) response
are similar in these two solutes.

A more complete comparison of theSν(t) dynamics of DCS
and C153 is provided in Figure 12. Here, we plot two
characteristic times of the response functions, the 1/e time (t1e)
and integral time (〈t〉) in 11 solvents. Figure 12 shows that the
solvent variations in the spectral response times of the two
solutes are strongly correlated over more than two decades. In
the case of C153, numerous studies have shown thatSν(t)
provides a reliable measure of the solvation response to the
charge redistribution accompanying the S0 f S1 transition.68,71-75

The present comparison suggests that the spectral dynamics in
DCS likewise monitor polar solvation dynamics. To within
combined uncertainties, the solvation times measured by the
two solutes are equal in polar aprotic solvents (filled symbols).
In alcohol solvents, the times measured by DCS appear to be
systematically shorter than those of C153, on average by a factor
of nearly 2. This difference may indicate a difference in the
way specific hydrogen bonding influences the dynamics in the
two solutes, and it would be interesting to explore this difference
further in future work. For now, however, we take the close
parallel between the behavior of DCS and C153 in a variety of
solvents as a clear indication that the primary dynamics reflected

Figure 10. Representative time-resolved spectra in acetone, methanol,
and ethanol. These spectra are the result of iterative reconvolution fitting
and spectral correction of the raw data. Peak-normalized spectra are
plotted at times of 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, and 50 ps from right
to left. Solid and dashed lines are used for alternating times for clarity.
The spectra marked with filled symbols are the estimated time-zero
spectra, and those with open symbols are the steady-state spectra.

Sν(t) )
νj(t) - νj(∞)

νj(0) - νj(∞)
(11)
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in the time-dependent emission of DCS is also the polar
solvation response.

VIII. Summary and Conclusions

The primary aim of this work was to survey the solvent
dependence of the electronic spectroscopy and emission dynam-
ics of DCS, with a view toward clarifying the much debated
nature of its S1 state. Electronic structure calculations, performed
as a preliminary to the experimental work, mainly served to
reinforce conclusions of previous theoretical studies.4,14-20,28

They showed the S0 f S1 transition to entail a sizable (>0.25
e) shift of charge from the anilino ring to the remainder of the
molecule. As in previous studies,14,16,17the present calculations
show that a similar transfer, but of a full electronic charge, takes
place in a higher lying (S5) excited state upon twisting the anilino
bond by 90°. Although this TICT state lies much higher in
energy than S1 in the gas phase, in polar solvents, its large dipole

moment (>30 D) would be expected to reduce its energy to
near if not below that of S1(0°). Thus, as in previous calculations
with other methods, the idea that emission might occur from a
TICT state in polar solvents16,17,23,30is supported by the present
AM1/CI calculations. However, what was not stressed in
previous work is the fact that this S5 state is calculated to have
a very small transition moment with S0 for any anilino twist
angle, and this transition moment drops to virtually zero at the
90° TICT state.

The magnitudes of the absorption and emission transition
moments of DCS measured here clearly rule out participation
of such a TICT state. In a variety of solvents, we find the
absorption transition moments all fall in the range 6.7( 0.4 D
and emission moments in the range 7.6( 0.8 D. These transition
moments are large and to within uncertainties independent of
solvent. In addition to eliminating the possibility of emission
from a TICT state, the transition moment data also argue against
any large change in the composition of the S1 state, either with
solvent polarity or with time between absorption and emission.
These data do not, however, preclude more subtle changes in
the states involved. Such changes are in fact suggested by the
smaller than expected variation of the transition moments with
solvent.

The absorption and steady-state emission spectra of DCS vary
systematically with solvent polarity. The variations observed

TABLE 6: Summary of Stokes Shift Dynamics (20( 1 °C)a

no. solvent νem/103 cm-1 b ν(∞)/103 cm-1 b ∆ν(est)/103 cm-1 c ∆ν(obs)/103 cm-1 d t1e/pse 〈t〉/pse

5 diisopropyl ether 21.21 21.35 1.22 1.31 4.4 4.5
6 ethyl acetate 20.03 20.10 2.17 2.10 1.3 1.5
7 tetrahydrofuran 19.92 19.84 2.09 1.82 0.94 1.0
8 HMPA 18.91 18.70 2.28 3.51 7.8 11
9 acetone 19.11 19.16 2.79 2.97 0.43 0.48

10 dimethyl sulfoxide 18.20 18.44 3.23 2.73 0.83 1.6
11 dimethylformamide 18.50 18.61 3.18 2.67 0.79 1.1
12 acetonitrile 18.66 18.77 3.33 3.58 0.08 0.37
13 methanol 18.65 18.86 3.25 3.20 1.0 2.5
14 ethanol 19.06 19.00 2.86 2.96 7.0 13
15 1-propanol 19.22 19.30 2.68 2.75 13 20
16 1-pentanol 19.53 19.45 2.34 2.95 24 54
17 p-dioxane 20.87 20.95 1.33 1.37 1.4 1.9

a All frequencies here are first spectral moments,∫ F(V)ν dν/ ∫ F(V) dν. b νem values are from the steady-state spectra (〈νem〉 in Table 3), andν(∞)
values are the apparent infinite time frequencies obtained by fitting the time-resolved spectra.c ∆ν(est) is the estimated magnitude of the solvation
Stokes shift based on the difference between the average frequencies of the estimated time-zero spectra described in the text and the steady-state
spectra.d ∆ν(obs) is the value obtained by fitting the time-resolved spectra.e t1e and 〈t〉 are the 1/e and integral times of the normalized spectral
response. Uncertainties in these times are estimated to be roughly(20% except for HMPA ((40%) and pentanol ((35%).

Figure 11. Comparison of spectral response functions of DCS obtained
here (solid) and those of C153 obtained from prior work68 (dashed) in
acetone, methanol, and ethanol. The DCS response functions were
obtained using the KGE technique and the average frequencies obtained
by first-moment deconvolution (see text), whereas the C153 functions
were obtained from log-normal fits to reconstructed spectra.

Figure 12. Comparison of characteristic timest1e (circles) and〈t〉
(triangles) of the spectral response functions of DCS and C15368 in 11
solvents. Aprotic solvents are denoted by filled symbols, and alcohols
are denoted by open symbols.
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are reasonably correlated by the dielectric continuum measures
of solvent polarity, and there is no evidence that hydrogen
bonding or other specific solute-solvent interactions are of
special significance to the spectroscopy. The absorption and
emission spectra shift to the red with increasing solvent polarity,
a feature which has been observed12 and analyzed10,11,20,76

several times already. What has not been previously analyzed
is the systematic evolution of the vibronic structure of the
electronic bands with solvent polarity. In the case of emission,
the spectrum is highly structured in nonpolar solvents. This
structured emission is lost even in solvents of modest polarity,10

where only a single featureless band is observed. But, instead
of broadening as might be anticipated because of inhomoge-
neous solvent interactions, the emission band narrows substan-
tially with increasing polarity. Quite similar changes in absorp-
tion and emission band shapes to those observed here in DCS
have recently been reported for several highly solvatochromic
dyes by Painelli and co-workers,61 who interpreted this behavior
in terms of a two-state model.59,60 Less pronounced changes
were also noted for the solute coumarin 153 (C153)68,77 and
recently interpreted in an analogous manner by Matyushov and
Newton.63 In the present work, we used fits to an empirical
single harmonic mode line shape to quantify the observed
spectral changes and then attempted to model the solvent
dependence in two ways.

The first model, the “independent-state” (IS) model, is the
sort of model most often used when interpreting solvatochromic
data. It assumes independent S0 and S1 states, each characterized
by its dipole moment and polarizability, which interact with a
continuum dielectric solvent. Using this model, we find that
the observed solvatochromism of DCS can be reproduced to
within experimental uncertainties only with sets of model
parameters that are not entirely satisfactory. The problem resides
in the large difference between the solvatochromic slopesCabs

andCem, which can only be fit by making the ground-state dipole
moment considerably smaller than the experimental value. (We
note that the same type of modeling applied to the extensive
data previously collected for the solute C15368,72 does yield
satisfactory fits.) Il’ichev et al.10 previously reported this
difficulty and interpreted it as implying distinct Franck-Condon
and emitting S1 states possessing substantially (8 D) different
dipole moments. On the basis of the transition moment data
obtained here, as well as the fact that electrochromic absorption40

and emission41 measurements in dioxane report the same value
for the S1 dipole moment (20 D), such a large change inµ1

now seems unlikely. A more plausible explanation is that
attempting to model the frequency data without properly
accounting for changes to the vibronic structure with solvent is
responsible for the less than ideal fit.

We therefore also examined the solvatochromic shifts of DCS
data in light of a “coupled-state” (CS) model close in concept
to those of Painelli59,60and Matyushov46,62,63mentioned above.
This model considers the S0 and S1 states to arise from the
solvent-modulated mixing of two valence states. As employed
here, this model does not resolve the difficulty with fitting the
solvent dependence of the frequencies. But it does provide a
satisfying initial description of the large changes in the vibronic
line shapes with solvent. It also predicts a modest variation of
the emission transition moments with solvent. This trend does
not appear to be present in the experimental data, presumably
because of the involvement of more than two electronic states
in the real system. Extension of the basic CS model to include
perturbations by additional excited states, together with con-
sideration of the distribution of solvation and vibrational states

which were neglected here, could provide a more complete
description of the experimental data and potentially explain the
apparent inconsistency in the frequency shifts noted above. The
latter problem might also be related to the simple point-dipole/
spherical cavity representation of the solute employed in both
models. Further investigation of these possibilities is warranted.

Finally, we have measured time-resolved emission spectra
of DCS in a number of solvents with subpicosecond resolution.
Our results corroborate and generalize those of Kovalenko et
al.28 who concluded on the basis of∼100 fs resolution
absorption and emission measurements that spectral dynamics
in acetonitrile reflect only time-dependent solvation. In contrast
to other reports,29,31 but in keeping with the results of Il’ichev
et al.,10,13 we do not find evidence for spectral changes that
would signal the presence of more than one excited state. We
observe only the continuous evolution of the spectra with time
that is characteristic of solvent relaxation. The close cor-
respondence between the normalized spectral response functions
of DCS and C153 in 11 solvents clearly demonstrates that the
spectral dynamics being observed in DCS also primarily reflect
solvent relaxation.

Taken together, all of these results indicate that the spec-
troscopy of DCS does not involve multiple emitting states or
other complex dynamics. The S1 state appears to be a single
electronic state whose character varies slightly with solvent
polarity, largely as would be expected from a simple coupled-
state description. This simplicity, the similarity of its spectral
response to that of the well studied solvation probe C153,
together with its favorable absorption and emission character-
istics and larger Stokes shift (3000 vs 2000 cm-1 in highly polar
solvents) suggest that DCS be considered a useful time-
dependent solvation probe.
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Appendix

“Independent-State” (IS) Model. We assume the solute to
be a spherical cavity of radiusa containing a centered point
dipole of momentµbi and an isotropic polarizabilityR. The dipole
moment depends on the solute electronic state (i ) 0 or 1), but
the cavity radius and polarizability are assumed to be the same
in both states. The solvent is treated as a dielectric continuum
characterized by its static dielectric constantε and its refractive
index n. Following Hynes,78,79 we express the nonequilibrium
free energy of each state as a function of the nuclear polarization
of the surroundings “µbs”, by

whereUi
0 is the gas-phase energy of statei and Bel

(i) and Bnuc
(i)

are the electronic and nuclear polarization response functions
of the solvent. The latter functions are represented by the
dielectric continuum expressions42

Fi(µbs) ) Ui
0 - (1/2)(Bel + Bel)µi

2 + (1/2)Bnuc{µbi - µbs}
2

(A1)

Bel )
fel

1 - Rfel
fel ) 2

a3 ( n2 - 1

2n2 + 1) (A2)

Bnuc )
ftot

1 - Rftot
- Bel ftot ) 2

a3 ( ε - 1
2ε + 1) (A3)

3466 J. Phys. Chem. A, Vol. 110, No. 10, 2006 Arzhantsev et al.



The solvent nuclear polarization is represented here byµbs, the
value of the solute dipole with which a given solvent nuclear
polarization would be in equilibrium. Absorption and emission
frequencies are assumed to be given by the differences between
the minimum (equilibrium) free energy of the originating state
of the transition “orig” whereµbs ) µborig and the free energy of
the nonequilibrium final state has this same (Franck-Condon)
value of solvent nuclear polarization. Thus

The termsλvib are included to account for any vibrational
reorganization energy associated with low-frequency vibrations
of the solute not included in the vibronic fitting. These terms
are added here rather than by including terms quadratic in some
vibrational coordinate to eq A1 (as will be done later in model
2) to keep the notation as simple as possible.

Equations A1-A5 define the IS model. These equations are
used directly for the “complete” analysis described in the text.
For a fixed value of the solute polarizability, these expressions
can be recast into the forms typically used for fitting solvato-
chromic data. Defining the reaction field factors

and

the solvent response functions can be written

with c ) R/a3, a dimensionless polarizability parameter. The
absorption and emission frequencies then become

where

and

“Coupled-State” (CS) Model. The “coupled-state” (CS)
model assumes that, rather than being independent, the S0 and
S1 states result from the mixing of two valence bond states of
differing charge-transfer character. Many authors have examined
models of this sort in the context of the spectroscopy of
bimolecular electron donor-acceptor complexes53,55and transi-
tion metal complexes,54,56the electrooptical properties of “push-
pull” molecules,5,57-61 and in more general electron-transfer

contexts.46,62,63Most work has focused on how polar solvation
modifies the mixing of the states and thereby the ground-state
properties and some spectroscopic observables. Recently,
Painelli and co-workers59,60and Matyushov and Newton63 have
explored how electron-vibration coupling in the two-state model
leads to a solvent-dependent vibronic structure. Our perspective
shares much in common with these latter two approaches, as
well as with the work of Hynes and co-workers.58 Nevertheless,
because our implementation differs in detail from that of all of
these prior studies, we outline it below.

In the CS model, the S0 and S1 states are described in terms
of a basis consisting of “neutral” (N) and “charge-transfer” (CT)
valence bond states

which mix according to the effective Hamiltonian

where the coupling matrix elementVel is assumed to be a
constant. The free energies of the basis states are expressed as
quadratic functions of a solvent polarization coordinateµbs and
a vibrational coordinateQ in the manner

where∆E is the energy gap between the minima of the CT and
N states in the absence of solvent,µbN, andµbCT are the dipole
moments, andQN andQCT the equilibrium vibrational coordi-
nates of these basis states. A single vibrational mode of
frequencyω is used to represent the net effect of all vibrations
that are displaced between the N and CT states. For the solvent
response functions, we use nonpolarizable versions of the
dielectric continuum expressions eqs A2 and A3, which can be
written

The free energies of the S0 and S1 states obtained by solving
eq A16 are

and the mixing coefficientø is given by

hVabs) F1
FC - F0

eq ) F1(µb0) - F0(µb0) + λvib (A4)

hVem ) F1
eq - F0

FC ) F1(µb1) - F0(µb1) - λvib (A5)

d0(x) ≡ x - 1
2x + 1

(A6)

dc(x) ≡ d0(x)

1 - 2cd0(x)
(A7)

(1/2)Bel ) 1

a3
dc(n

2) and (1/2)Btot ) 1

a3
dc(ε) (A8)

hνabs) hνabs
0 + Aabsdc(n

2) + Cabs{dc(ε) - dc(n
2)} (A9)

hνem ) hνem
0 + Aemdc(n

2) + Cem{dc(ε) - dc(n
2)} (A10)

Aabs) - (µ1
2 - µ0

2)a-3 Cabs) -2µb0‚(µb1 - µb0)a
-3 (A11)

Aem ) - (µ1
2 - µ0

2)a-3 Cem ) -2µb1‚(µb1 - µb0)a
-3 (A12)

hνabs
0 ) U1

0 - U0
0 + λvib ) ∆F0 + λvib (A13)

hνem
0 ) U1

0 - U0
0 - λvib ) ∆F0 - λvib (A14)

|S0〉 ) ø1/2|N〉 + (1 - ø)1/2|CT〉

|S1〉 ) (1 - ø)1/2|N〉 - ø1/2|CT〉 (A15)

Hel(µbs,Q) ) (FN(µbs,Q) Vel

Vel FCT(µbs,Q) ) (A16)

FN(µbs,Q) ) -(1/2)BtotµN
2 + (1/2)Bnuc(µbs - µbN)2 +

(1/2)pω(Q - QN)2 (A17)

FCT(µbs,Q) ) ∆E - (1/2)BtotµCT
2 + (1/2)Bnuc(µbs - µbCT)

2 +

(1/2)pω(Q - QCT)
2 (A18)

(1/2)Bel ) 1

a3
d0(n

2) and (1/2)Btot ) 1

a3
d0(ε) (A19)

F0(µbs,Q) ) (1/2){(FN + FCT) - x(FCT - FN)2 + 4Vel
2}

F1(µbs,Q) ) (1/2){(FN + FCT) + x(FCT - FN)2 + 4Vel
2}

(A20)

ø(µbs,Q) ) ( Vel
2

Vel
2 + (FN - F0)

2) )

1
2

+ 1
2 ( (FCT - FN)2

(FCT - FN)2 + 4Vel
2)1/2

(A21)
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For the sake of comparison, we note that this mixing coefficient
is related to the ionicity parameterF used by Painelli and co-
workers59,60 and the fractional zwitterionic characterf used by
Thompson et al.58 by ø ) 1 - F ) 1 - f.

Equations A15-A20 describe two-dimensional surfaces in
µbs and Q. For purposes of modeling the spectral frequencies
and their solvent variation, we only consider the minima in these
surfaces and their Franck-Condon projections.

where (µb0,Q0) and (µb1,Q1) denote the locations of the minima,
which are given by

Equations A24 and A25 are obtained, for example, by writing
F0 ) øFN + 2(ø(1 - ø))1/2Vel + (1 - ø)FCT and differentiating
with respect toµbs to determineµb0, and so forth.

It is useful to rewrite eqs A17 and A18 in the more compact
forms

by defining the dimensionless variables

and reorganization energies

Note that we use the symbolΛvib here rather thanλvib to
distinguish this quantity fromλvib used in the IS model. Whereas,
in the former model,λvib only contained the “classical”
vibrational reorganization energy not accounted for in the
vibronic fits, Λvib here includes contributions from all modes
displaced in|CT〉 relative to |N〉. The frequencies of interest
can then be written in terms of the mixing coefficientø as

wherex is used to denote all components ofxbsolv andxvib, which
are all equal at the minima. It is important to note that the free
energiesFN and FCT (eqs A26 and A27) needed to calculate
νabsandνem depend onø, which in turn depends onFN andFCT

via eq A21. Thus, calculations must be carried out in an iterative
manner to achieve self-consistency inø. This self-consistency
requirement also means that the value ofø will not be the same
in the equilibrium ground and excited states, and this fact is
denoted by the subscripts onø in eqs A30 and A31. Once the
appropriate value ofø is determined, the frequencies can be
expressed quite simply by noting that the vertical gap F1-F0

for any values ofxbsolv andxvib is equal toVel/(ø(1 - ø))1/2. Thus

A number of properties of the S0 and S1 states other than the
transition frequencies are of interest for comparisons to experi-
ment and the IS model. When the standard assumption that
〈N|µb|CT〉 ) 0 is made, the dipole moments of the equilibrium
S0 and S1 states and the transition moments connecting them
can be written

Combining eqs A34 with A32 provides the important prediction
that the transition moments should be inversely proportional to
the transition frequencies

The polarizabilities of the equilibrium S0 and S1 states are58,80

Note that within this description the polarizability of S1 is
negative, which is an unrealistic feature of two-state models.

Finally, the effect of electronic state mixing on the vibronic
structure of the absorption and emission can be described by
the Huang-Rhys factors,S) (1/2)(Q1 - Q0), which are given
by

The primes here are used to indicate that these values should
not be directly compared to the Huang-Rhys factorsSx obtained
from the experimental spectra. TheS′x values here are calcu-
lated from the total vibrational reorganization energiesΛvib,
which includes contributions from both high- and low-frequency
modes.Sabs and Sem from experiment, on the other hand, are
used to characterize the shape of the spectrum, which is due to
only the single, effective high-frequency mode that gives rise
to the vibronic progression apparent in nonpolar solvents. We
approximate the experimental quantities in the CS model by
assuming that

where λvib is the low-frequency portion of the vibrational
reorganization energy, estimated from the experimental analysis
of the “0-0” frequency data.

Supporting Information Available: Emission spectra of
DCS inn-hexane and diisopropylether mixtures and character-

hνabs) F1
FC - F0

eq ) F1(µb0,Q0) - F0(µb0,Q0) (A22)

hνem ) F1
eq - F0

FC ) F1(µb1,Q1) - F0(µb1,Q1) (A23)

µb0 ) øµbN + (1 - ø)µbCT Q0 ) øQN + (1 - ø)QCT (A24)

µb1 ) øµbCT + (1 - ø)µbN Q1 ) øQCT + (1 - ø)QN (A25)

FN ) -(1/2)BtotµN
2 + λsolvxsolv

2 + Λvibxvib
2 (A26)

FCT ) ∆E - (1/2)BtotµCT
2 + λsolv(xsolv - 1)2 +

Λvib(xvib - 1)2 (A27)

xbsolv ) (µbs - µbN)/|µbCT - µbN|
xvib ) (Q - QN)/(QCT - QN) (A28)

λsolv ) (1/2)Bnuc(µbCT - µbLE)2

Λvib ) (1/2)pω(QCT - QLE)2 (A29)

hνabs) F1(x ) 1 - ø0) - F0(x ) 1 - ø0) (A30)

hνem ) F1(x ) ø1) - F0(x ) ø1) (A31)

hνabs)
Vel

xø0(1 - ø0)
hνem )

Vel

xø1(1 - ø1)
(A32)

µb0 ) ø0µbN + (1 - ø0)µbCT µb1 ) ø1µbCT + (1 - ø1)µbN (A33)

|Mabs| ) {ø0(1 - ø0)}
1/2|µbCT - µbLE|

|Mem| ) {ø1(1 - ø1)}
1/2|µbCT - µbLE| (A34)

|Mx| )
|µbCT - µbLE|Vel

hνx
(x ) abs, em) (A35)

R0 ) 2{ø0(1 - ø0)}
3/2

|µbCT - µbLE|
Vel

R1 ) -2{ø1(1 - ø1)}
3/2

|µbCT - µbLE|
Vel

(A36)

S′abs) (1/2)(1- ø0)
2(QCT - QN)2 ) (1 - 2ø0)

2
Λvib

pω
(A37)

S′em ) (1/2)(1- ø1)
2(QCT - QN)2 ) (1 - 2ø1)

2
Λvib

pω
(A38)

Si ) (1 - 2øi)
2(Λvib - λvib)/pω (A39)
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istics of the emission spectra of these mixtures obtained from
fits to eq 3. This material is available free of charge via the
Internet at http://pubs.acs.org.
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