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Electronic structure calculations, steady-state electronic spectroscopy, and femtosecond time-resolved emission
spectroscopy are used to examine the photophysitané4-(dimethylamino)-4cyanostilbene (DCS) and

its solvent dependence. Semiempirical AM1/CI calculations suggest that an anilino TICT state is a potential
candidate for the emissive state of DCS in polar solvents. But observation of large and solvent-independent
absorption and emission transition moments in a humber of solvighlts=< 6.7 + 0.4 D andMem = 7.6 +

0.8 D) rule out the involvement of any such state, which would have a vanishingly small transition moment.
The absorption and steady-state emission spectra of DCS evolve in a systematic manner with solvent polarity,
approximately as would be expected for a single, highly polar excited state. Attempts to fit the solvatochromism

of DCS using standard dielectric continuum models are only partially successful when values of the solute
dipole moments suggested by independent measurements are assumed. The shapes of the absorption and
emission spectra of DCS change systematically with solvent polarity in a manner that is semiquantitatively
reproduced using a coupled-state model of the spectroscopy. Kerr-gate emission measurements show that the
emission dynamics of DCS down to subpicosecond times reflect only solvent relaxation, rather than any
more complicated electronic state kinetics. The spectral response functions measured with DCS are well
correlated to those previously reported for the solvation probe coumarin 153, indicating DCS to be a useful
alternative probe of solvation dynamics.

I. Introduction SCHEME 1

DCS, trans-4-(dimethylamino)-4cyanostilbene (Scheme 1), \\] Q
is one member of a family of “puskpull” stilbenes!-? which / N\ O =N
have long attracted attention for the charge-transfer character ' )
of their excited statésand for the large optical nonlinearities DCS = rrans-4-dimethylamino-

this character provides® Studies of DCS itself extend as far 4'-cyanostilbene

back as the 1950s when Lippert first estimated the excited-state
dipole moment of DCS from solvatochromic measureménts. isomerization, ofransDCS in polar solvent81013.2229 These
Lippert's work and many subsequent studies clearly establishedlatter studies have generated a variety of conflicting views of
the charge-transfer character of thg & S; transition of the nature of the state or states that give rise to the fluorescence
DCS7-11 Other studie’¥? showed that the primary deactivation ©f transDCS in polar solvents.
pathway of $ DCS is related to the transis isomerization In the first study of the early emission dynamics of DCS,
common to most stilbene derivative®etailed studies of the  Safarzadeh-Amiri used the time-correlated single photon count-
solvent dependence of the tramss isomerization rates and  ing (TCSPC) method with-200 ps time resoluticfito observe
spectroscopy of DCS were carried out by Zachariasse and co-the emission of DCS in low-temperature butanol and glycerol.
workers013 They showed that the highly polar nature of the Citing the results of the seminal study on DCS photophysics
trans-emitting state renders isomerization to the nonemissiveby Gruen and Gmer!? Safarzadeh-Amiri interpreted the
cis state strongly dependent on the polarity of the solvent. For observed emission kinetics in terms of solvation of a single
example, in the nearly isoviscous solvents acetonitrile and excited state and showed that the spectral evolution takes place
heptane, the fluorescence lifetimes (approximate isomerizationover times that agree with the predictions of dielectric continuum
times) are 546 and 72 ps, respectivEl\Semiempiricaf1415 models of solvation. Two years later, Rulliere and co-workers
and ab initid® 19 calculations as well as supersonic jet used Kerr-gated emission spectroscopyB@ ps resolution) to
spectroscop¥2! have also been used to help understand the measure time-resolved spectra of DCS in several sol7éits.
structure and electronic states relevant to this photochemistry.all of the polar solvents studied, they observed dual emission
Finally, quite a few time-resolved studies have focused on the which they interpreted in terms of two distinct emitting states.
early-time spectral dynamics, that is, the dynamics prior to Analogy with 4-dimethylaminobenzonitrile, as well as other
arguments? led these authors to attribute the dual emission to
*To whom correspondence should be addressed. E-mail: the formation of an emissive twisted intramolecular charge-
Ma{?.’r‘]‘éeg'gf;;i\?g#ié State University transfer (TICT) state from the state initially reached upon
£ Max-Planck-Institut fu Biophysikalische Chemie, Spektroskopie und ~ €l€ctronic absorption. Later work by Rulliere and co-workg’
Photochemische Kinetik. showed that dual emission is only observed in concentrated
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solutions and under conditions of high excitation intensity. They of the steady-state electronic spectra of DCS and through
proposed that under these conditions a “bicimer” is formed subpicosecond time-resolved emission measurements. We also
between two excited-state molecules. In the absence of theseexamine the predictions of electronic structure calculations in
bimolecular processes, the emission of DCS, at least at timesorder to add perspective to our experimental observations and
>80 ps, was reported to entail only a dynamic Stokes %agft past computational work. Although there remain some unre-
initially found by Safarzadeh-Amif? Nevertheless, differences  solved difficulties in completely modeling its solvatochromism,
between various constrained analogues of DCS led Rulliere andwe find no evidence that more than a single electronic state
co-workers to propose a rather complicated description of the contributes to the emission of DCS. The near constancy of the
excited-state evolution of DCS, involvingl ps relaxation from absorption and emission transition moments observed here
the Franck-Condon state to a polar intramolecular charge- argues strongly against any large change in the makeup, of S
transfer (ICT) state and then subsequent relaxation to aeither between absorption and emission or as a function of
“conformationally relaxed” ICT staté. solvent. The predictions of electronic structure calculations make
In support of the existence of more than one emitting state, it especially clear that emission from a state of significant TICT
Eilers-Koenig et a#! reported that subpicosecond fluorescence character cannot be consistent With.thg observed transition
upconversion data of DCS in acetonitrile appear to show the moments. In a range of solvents, emission spectra even on a
presence of an isoemissive point at early times. Comparable100 fs time scale appear to reflect only the dynamics of polar
data in methanol did not show such a stationary p¥ifthe solvation as Kovalenko et &t .found in the case of acetonitrile.
steady-state solvatochromism of DCS was also interpreted by Comparisons to prior results on the solute coumarin 153 indicate
Ilichev et all® to imply a transition between the Franek  that DCS reports on polar solvation dynamics in much the same
Condon state to a state of higher polarity prior to emission. But Way as does this well-established solvation probe. We therefore
these authors did not observe evidence for a transition in their Propose DCS as an alternative probe of solvation and solvation

time-resolved experiments and concluded that the FCCT dynamics, which, because of its shorter lifetime and larger
transition must occur before 5 ps, probably in the subpicosecond Stokes shift, offers advantages for use in some applications such
time domaint® More recently, Pines et &.reported time- as Kerr-gated emission spectroscopy.

resolved emission spectra (20 ps resolution TCSPC experiments
of two DCS analogues in ethanol which also show apparent
isoemissive points. These authors analyzed their data in terms  trans-4-Dimethylamino-4cyanostilbene (DCS ) was synthe-

of a transition between a locally excited state and a charge-sized and purified according to the procedure described in ref
transfer state reached by twisting about the aniline group, 10. NMR measurements indicate% contamination frongis-
occurring on a time scale of-4B ps. This suggestion of the  DCS in the crystalline sample. Solvents used in this work were
involvement of anilino TICT states was supported by the recent of HPLC or spectrophotometric grade (typicaty99%) from
electronic structure calculations of Amatdsti as well as  Sigma-Aldrich and were used as received, except for possible
earlier work!* drying over molecular sieves.

In contrast, the most recent experiments by Ernsting and co- Steady-state absorption and emission measurements were
workerg8 refute the idea that there is anything more than a single made using a Hitachi U-3010 UWis spectrophotometer and
electronic state responsible for the emission of DCS. These a PTI QuantaMaster 1 spectrometer, respectively. Samples for
workers performed broad-band fluorescence upconversion andemission spectroscopy were prepared in 1 cm quartz cuvettes
transient absorption measurements on DCS in acetonitrile with to have optical densities at the &sorption maximum of less
sub-100 fs time resolutiof?. They studied the concentration and than 0.1. These samples were not deoxygenated. Absorption
intensity dependence of the spontaneous emission and transierftequencies were typically measured using such dilute samples,
absorption spectra and provided convincing evidence that thebut more concentrated samples were prepared {Of) at the
dual emission observed by Rulliere and co-worké&ts’ is not Si: maximum for determining extinction coefficients and absorp-
due to bicimer formation but is rather the result of the tion transition moments. Emission quantum yields were mea-
reabsorption of fluorescence by excited molecules. Contrary to sured relative to quinine sulfate dehydrate in 0.05 K58,
the results of Eilers-Koenig et &,in the absence of reabsorp-  (¢em = 0.508?) according to
tion, their fluorescence spectra of DCS in acetonitrile display 5
only a continuous spectral shift over times characteristic of N\ (Is| [1 — 1070
solvent relaxation. Ernsting and co-workers showed that the time Ps = ¥r 2 \ig) {1 = 1005 (1)
dependence of this shift matches remarkably well with the S
predictions of a dielectric continuum description of solvation,
leading them to conclude that “solvation is the only relaxation
process on the ps time sca&’in DCS. Whether the same

%I. Experimental Methods

All steady-state measurements were performed at 251 °C.

Time-resolved emission measurements were made using two
. . o instruments. The fluorescence lifetimes needed for radiative rate
conclu.smn applies to solvents other than acetonitrile was not yqarminations employed a 25 ps time-correlated single photon
established. counting apparatus (see ref 33 for details). Subpicosecond time-

The foregoing review reveals a broad spectrum of views resolved emission spectra were recorded with a Kerr-gated
concerning the emission dynamics of DCS. Interpretations rangeemission spectrometer. This instrument and its use are described
from the dynamics being only that of a time-evolving Stokes in detail in ref 34. Briefly, the doubled output of a 250 kHz
shift resulting from solvent equilibration in a single electronic  amplified Ti:sapphire laser (775 nm, 160 fsu3) is used for
staté® all the way to models invoking transitions among2  the excitation of a sample contained @ 1 mmquartz flow
distinct emitting state¥?’ Intermediate cases of continuous cell. Samples were made up to have optical densities of
evolution on a nearly barrierless surface of variable charge- approximately 0.2. Spontaneous emission from the sample is
transfer character are also possifle. routed through a Kerr shutter compriseti @ 1 mm liquid

In the present work, we seek to clarify this situation through benzene cell placed between crossed polarizers. A delayed pulse
additional data and a new analysis of the solvent dependenceof the laser fundamental is used to gate the emission, which is
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SCHEME 2 that the phenyl groups are twisted by approximatelyr2ative

n to the central double bondyandz,, Table 1). B3LYP/6-31G-

' (d,p) calculations, on the other hand, predict an essentially planar
stilbene framework, as did the prior calculations of Amatagsu.
Such variability is consistent with recent calculations on the
) parent molecule stilbene, which show that these torsional

O potentials are sensitive to details of the basis set and correlation
level employed” We note that both the AM1 and RHF/6-31G-
dispersed by a monochomater CCD combination used to  (d,p) calculations predict that the planar structure lies less than
record the instantaneous spectrum over the range @50 nm. 2 kd/mol higher in energy than the optimally twisted forms.
Spectra are later corrected for the wavelength-dependentFurthermore, the RHF and B3LYP calculations show that
temporal dispersion of the collection optics and the wavelength- concerted twisting about andzs occurs at very low frequen-
dependent sensitivity of the detectors. The instrument responsecies, 23 and 9 crmt, respectively. At room temperature,
of the system, as judged by the signal from solvent Raman molecules will therefore be distributed over a broad range of
bands, is 450 fs (full width at half maximum, fwhm). Decon- angles centered on the planar structti&whether or not it is
volution of the data affords resolutions of better than 100 fs, @ true minimum as in the case of stilbene it$éff° Because
comparable to those achieved with fluorescence upconversion the calculated properties are not very sensitive to the twist angle
All of the Kerr-gated emission experiments reported here were over the relevant range, in the remaining discussion, we assume
performed at room temperature, 201 °C. a planar stilbene framework for the trans molecule.
transDCS readily isomerizes in solution when exposed to  The dipole moment otransDCS in the ground state is
UV light. We made some attempts to characterize this processcalculated to be between 6 and 10 D, with the calculations
to ensure that it did not interfere with our measurements. expected to be the most accurate when predicting values close
Exposure to room light for short periods of time has relatively to 8 D (Table 1). The experimental value, measured in benzene
little effect on the spectrurtransDCS, however, exposure of  and dioxane solution, is somewhat smaller, 7.¢°Bigure 1
more than a few hours leads to noticeable changes to theprovides a representation of the ground-state charge distribution
absorption spectrum and significant reduction in emission yield of DCS in terms of electrostatic potential fit charges. The dipole
due to the buildup of the cis photoproduct. Whereas we found moment lies nearly parallel to the long inertial axis of the
that little care was needed to record an absorption spectrummolecule and is produced by a charge distribution consisting
without causing significant degradation, use of the excitation of net charges of-0.11,—0.16, and+0.05e on the dimethy-
light intensities we normally employ for steady-state and time- lanilino, ethylenic, and benzonitrile portions of the molecule.
resolved emission spectroscopy produced significant loss of  properties of the Sstate of DCS were calculated using the
emission intensity during the time required to record data. No AM1/CI method, and some results of these calculations are
change in the shape of the emission spectrum or in the symmarized in Table 2. The Cl employed here entailed mixing
characteristics of the time-resolved emission (femtoseeond  of approximately 1200 energy-selected microstates from single
nanosecond time scales) could be detected, however. Thesgng multiple excitations of electrons among the 10 states
observations hold even in samples reaching a photostationarysyrrounding the highest occupied molecular orbital to lowest
state, which is expected to consist of _comparable amounts Ofunoccupied molecular orbital (HOMELUMO) gap3® These
cis ar)d'trans isomefsThus, at least on time scales®1.00 fs, _ calculations predict the geometry of the Sate to be planar
the cis isomer appears to be completely nonfluorescent, and itstn respect to both the stilbene framework and the dimethy-
presence does not interfere with most of the measurements madg;mino group. The dipole moment of B calculated to be 14.5
here. For convenience, the samples used fgr the femtoseconcb and oriented within 5 of the S dipole direction. Electro-
time-resolved measurements therefore consisted of mixtures ofspromic absorption and emission measurements indicate values

cis and trans isomers under approximately photostationary of petween 20 and 21 D far; in dioxané“°4land cyclohex-
conditions. In contrast, for measurements of accurate absorptiongnes considerably higher than the calculated value. (Many

spectra and especially for emission quantum yield determina- ggtimates of the Snoments have also been made on the basis
tions, care was taken to avoid any unnecessary exposure 0 lightyf golvatochromic measuremefité! but these results are less
Samples for such measurements were prepared under red lighfjefinitive, as will be discussed in detail in section V1.) Although
and stored in the dark prior to use. Such samples remain ihere will be some£15%) enhancement of the dipole moment
unchanged for periods of many weeks. When recording spectraj, so|ytion compared to the gas pha3it appears that the AM1/
of these samples, excitation energies were maintained at sucl| ca|cylations significantly underestimate the increased charge
a sufficiently low level that isomerization was minimized30% separation in the excited state. As shown in Table 2, the same
emission intensity decrease per hour, compared to the 4 minig ¢,e of higher-level CASSCF calculatiotfswhereas lower-
needed to record a spectrum). With these precautions, we believgg, o] cCNDO calculations predict values closer to experiment.
that all of the results presented here are representative of thernq gifference between the 8nd S charge distributions (both
photophysics of puréransDCS. from AM1/CI calculations) and the difference dipati = Jis
— Hio (8.3 D) are illustrated on the bottom panel of Figure 1.
The charge redistribution predicted is such that a charge of
To help characterize the electronic properties of DCS, we 10.27e shifts from the anilino ring to the ethylenie-0.10¢)
performed ab initio and DFT calculations using the Gaussi&n03 and benzonitrile{0.17¢€) portions of the molecule. As shown
program and semiempirical calculations with AMPACS6g.  in Table 2, the transition energy and oscillator strength are
Optimization of the ground state tfansDCS using the AM1 ~ reasonably reproduced by the AM1/Cl method.
and RHF/6-31G(d,p) methods produces significantly nonplanar We have also performed a number of AM1/CI calculations
structures of the stilbene portion of the molecule. Denoting of different excited-state geometries of DCS to help address
torsional angles according to Scheme 2, these methods predicthe question of whether multiple excited states might be

Ill. Electronic Structure Calculations
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TABLE 1: Calculated Properties of Isolated (S) DCS
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trans cis

method lded T/ded wlded ulD ul/bD? AE(c — t)/kJ molt 2
AM1 16 23 22 6.13 3.58 7.8
RHF/6-31G(d,p) 17 23 28 8.26 6.24 16
RHF/6-31G(d,p)- t-planaP 0) (0) 21 8.47 15
B3LYP/6-31G(d,p) 0 0 10 9.83 7.05 22
MP2/6-311G(d,p)//RHF/6-31G(d,p) @17) (23) (28) 7.86 5.65 7.1
CASSCF/pDZ//IRHF/pDZ 0 0 33 7.71

a1,, 74, andw refer to the angles shown in Schemeuds the permanent dipole momekE(c — t) is the energy difference between the cis and

trans conformationg t-Planar refers to a partial optimization 6DCS in
¢ From refs 16 and 17.

S, Charges (MP2; ESP)

O=+.25¢

S,-S, Differences (AM1; ESP)

fﬂ—ﬁxH L—)_(
T

O=+.1e

Figure 1. ESP-fit atomic charges of DCS in the ground state from
MP2/6-311G(d,p) calculations (top) and S S charge differences
from AM1/CI calculations (bottom). Charge magnitudes are propor-
tional to the radii of the circles as indicated. Open circles denote positive
charge, and filled circles denote negative charge. The orientations of
the ground-state dipole moment (top) and difference dipele- o

are indicated (dashed lines) relative to the inertial axes (solid).

——

TABLE 2: Calculated Properties of Isolated § and S
transsDCS

method uo/D ui/D  AEPleV f ref
AM1/CI 6.21 145 3.38 0.96 this work
CNDO/S 6.76 18.7 3.82 0.75 14
(8,9)CASSCF/pDZ 7.71 15.7 5.15(3.69)1.26 17

70 219 3.29 0.6-0.&

a All results are for a planar stilbene framework. andu, are the
S and S dipole momentsAE the vertical energy gap, andthe
oscillator strength of the (5— S, transition.® Computed values are
vertical excitation energies. The experimental value is from the
absorption maximum in hexan®Amatatsd’” showed that the high value
of 5.15 eV obtained using the CASSCF method could be brought into
better agreement with that of the experimental by applying a multi-
reference MP2 correctiof.Reference 40¢ These values represent the
range observed in various solvents.

expt

responsible for the emission of DCS in solution. More detailed

which all of the stilbene ring atoms are constrained to be coplanar.
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Figure 2. Gas-phase energids dipole momentg:, and transition
dipole moments with the ground-statk,, of the lowest five singlet
states $-Ss of DCS as functions of the anilino twist angle; (in
Scheme 2). These results are from AM1/CI calculations in which the
geometry of the stilbene ring system has been constrained to be planar
with the exception of ther, angle and the remaining coordinates
optimized. The two states of particular interest,a8d S, are shown

with filled symbols. Note that the character of the((8) state
interchanges with that of the®°) state near, = 73° as a result of

an avoided crossing.

predictions for the lowest excited states as functions of the
putative TICT coordinate,. The states of interest arg 8nd

Ss, shown with filled symbols. In the planar geometry, the S
state consists mainly of the HOME& LUMO excitation (72%

+ 10% from HOMO— LUMO + 2). Figure 3 illustrates the
nature of the molecular orbitals involved. In the planar geometry,
the HOMO and LUMO orbitals are primarily located on the
donor and acceptor portions of the molecule, but there is
considerable delocalization of both orbitals over the whole
system. The §— S, transition thus entails only a fraction of a
full electron transfer from the anilino fragment to the remainder
of the molecule, which leads to a calculatedd$ole moment

and sophisticated calculations have already been performed byof ~15 D. The TICT state (57, = 90°) is also dominated by

Amatatsu for this purpos¥, 18 who concluded that in polar
solvents the emitting state is the twisted intramolecular charge-
transfer (TICT) state that results from a°9@vist about the
anilino bond®’ (r, in Scheme 2). Lapoudyade et #.who
performed CNDO/S calculations of variously twisted forms of
DCS, also cited this geometry as a likely candidate for the
emitting state in polar solvents. Figure 2 shows the AM1/CI

the HOMO — LUMO excitation (98%), and the molecular
orbitals are of similar character to those in the planar geometry.
The main difference is that at 9@he anilinosr orbitals are
completely decoupled from the remainingrbitals so that the
HOMO — LUMO excitation entails a full electron transfer from
the donor to the acceptor and thereby generates a huge dipole
moment of 30 D. Other calculations provide similarly large
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Figure 4. Absorption spectra of trans and cis isomers of DCS. The
. . . top panel shows experimental spectra in cyclohexane solvent obtained
Figure 3. Frontier molecular orbitals calculated for the planar and from an analysis of a series of spectra as a function of irradiation time
twisted geometries of DCS. beginning with a puréransDCS sample. (These spectra are comparable

. to spectra of cis and trans isomers separated by HPLThe vertical
17 4
dipole moments of the TICT state (29357 and 46 D). In scale of the experimental cis spectrum is only approximate. It was set
the gas phase, all calculations place the TICT state well abovepy assuming a ratio of cis/trans maximum extinction coefficients of

the planar & state in energy. But the dipole moment of the 0.41 for the 350 nm band, based on the spectra of stilbend¢rans!

TICT state is large enough relative to the dipole moments of 4-(dimethylamino)-4nitrostilbene’ The lower panels show AM1/CI

the remaining states that dielectric continuum estimates Iocatecak?|l|J|a'[ed SDECU?] in thedgaf] phase. The stick spectra arehthe calclulatfed
the TICT state close to or lower in energy than thg9 state osclllator strengths, and the continuous curves are the result o
in polar solventd® Moreover self-congi);tent reg():?on field convoluting these spectra with a Gaussian function (50 nm fwhm).

calculations by Amatatsu have shown that there is little energy
barrier to twisting in a polar solvent such as dimethyl sulfoXide. additionally favor this isomer in solution. These results are

Such observations have led some workers to propose that X . . .
the TICT state is probably responsible for DCS emission in polar consistent with our NMR-based observations<&f% cis isomer

solventst416.17 However, one prediction of the calculations n C;Dc.:b solution at room temperature in the abse_ncg of UV
illustrated in Figure 2 argues strongly against this interpretation. excitation. Absorption spectra” of Fhe trans and cis ISomers
The same decoupling of the donor and accepteystems that predicted by the AM1/CI calculations are compared with

leads to full charge separation also breaks the spectroscopiceXpe“mental spectra in Figure 4. As illustrated here, the main

couping beteen the TICT and ground stats and leads to %2121 IS31ES o e Bxertmenta specta e roasonatly
precipitous drop in the transition momelfips. Among all of P y : ’ y

the sates precicted by these calculaions, only e'pstate 8 & FERB A 200 % 20T e e e e
is strongly coupled to the ground state, with a predicted P . )

transition moment of 3.4 D. The experimental values, discussedWa“le'eng'.[h scales used for th? e>.<per|mentlal and computed
later, are in the range of-68 D. States §-S; possess much  SPectra differ by 25 nm, but this difference is roughly what
smaller transition moments, which do not change dramatically would be expected for the gas-to-solution shift.) The prediction

(apart from the $< S, identity reversal) with twist angle.sS gfscsiﬁ%rsgt? é;ﬁﬂg':‘;gﬁ\/’g ttcTteh rﬁ'g;bi%rr 3&2} g:goa‘:d ;Zer'r
in contrast, begins as a weak transition near 0 and becomes to be consister?t with the ex eriﬁ"lental S ectpra Finall F\i\?e note
essentially forbidden at = 90°. If this state played a significant P P ’ Y,

: . . that, at least in the gas phase, theskte intransDCS is
and solvent-polarity-dependent role in the emission of DCS, -
then one would expect very large changes in the emission separated by 3900 crh from the next singlet state, and as

strength with the solvent. As described in section V, such illustrated by Figure 2, this separation persists to large twist

changes are definitely not observed. Thus, the calculationsangles'
appear to be incorrect in the prediction that an anilino TICT
state is energetically favored in polar solvents.

Finally, we briefly mention what electronic structure calcula- Representative absorption and steady-state emission spectra
tions predict for the cis isomer of DCS. Some results are of DCS are provided in Figure 5. As illustrated here, both the
provided in Table 1. All of the methods examined here predict absorption and emission of DCS exhibit some vibronic structure
the ground state of the trans isomer to be the lower energy formin nonpolar solvents such as hexane. This structure is absent in
in the gas phase by at least 7 kJ/mol. RHF and B3LYP solvents of even modest polarity like isopropyl ether. But this
predictions for the harmonic free energies at 298 K favor the structure does not signal any qualitative distinction between the
trans isomer by 18 and 29 kJ/mol. All methods also predict the behavior of DCS in polar and nonpolar solvents. Measurements

trans form to have the larger dipole moment, which would

IV. Solvent Dependence of the Steady-State Spectra
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TABLE 3: Characteristics of Steady-State Spectra of DCS (25C)

no. solvent npb @ VIS [Wapd3® venfKO®  ende v3pde Tapd  Sud v de Tend S
1 n-hexane 1372 1.88 2659 26.92 23.63 2272 23265 153 127 2414.05 117 1.26
2 cyclohexane 1.424 202 2638 2675 2344 2253 2505 153 130 23.9%.05 115 1.26
3 n-decane 1410 1.99 2637 2674 2347 2257 25085 152 127 23.9%.05 116 1.25
4 TCTFE 1.356 241 2657 2684 22.84 2217 254005 169 1.33 23.44.05 149 1.16
5 diisopropyl ether 1.366 3.88 26.36 26.62 21.56 2121 2485 1.82 137 221%.14 201 0.97
6 ethyl acetate 1.370 6.02 2621 2646 2031 2003 245D 196 148 20.63.28 2.33 0.68
7  tetrahydrofuran 1.405 758 2599 2625 2013 19.92 2420 196 149 20.3%.32 260 0.63
8 HMPA? 1.457 2930 2534 2571 1890 1891 238105 212 1.34 187%.53 296 0.21
9 acetone 1.356 2056 26.13 2639 19.23 1911 241 194 170 19.38.43 270 0.39

10 dimethyl sulfoxide  1.478 46.45 25.37 25.74 18.31 1820 2355 2.06 158 1836 .42 268 0.38
11  dimethylformamide 1.428 36.71 25.64 25.97 18.62 1850 28838 2.08 155 187%.41 266 0.43

12 acetonitrile 1.342 3594 26.12 26.32 18.78 18.66 24285 213 158 18.8%.43 2.72 0.39
13 methanol 1327 32.66 26.20 26.39 18.76 1865 24124 199 1.74 1888 .42 287 0.45
14  ethanol 1.359 2455 26.09 26.32 19.15 19.06 24119 199 1.64 19.26 .43 289 0.43
15 1-propanol 1384 2045 26.01 26.27 19.36 19.22 24107 196 162 1946 .42 3.01 0.48
16  1-pentanol 1.407 1390 25.93 26.22 19.66 1953 24086 193 160 19.6%.45 324 0.44
17  p-dioxane 1.420 221 26.23 2651 21.21 20.87 24520 1.83 149 21.58.24 229 0.76

a Solvent abbreviations are TCTRE 1,1,2-trichlorotrifluoroethane and HMPA hexamethylphosphoramideValues of the refractive index
np and dielectric constart are from ref 81° vfjk and [IOare the peak and first-moment frequencies of the spextragbsorption or emission).
d Vg, Ty, andS; are the parameters obtained from fits to the semiclassical model described by egs 2 and'3 fwighin 2)"%,). All frequencies
and width parameters are in units of*l@n . ¢ To avoid contributions due to additional absorption bands£S5,-1) at higher frequencies, the
integrations required for the determination [@f,{Iwere performed up to 30 000 cy and the fits to eqs 2 and 3 only included frequencies
somewhat lower than this value. Uncertainties/fand [@,Jare expected to be less than 100-énThe uncertainties listed for the valuesif
which are used in later fitting, are estimates of the net uncertainty in determining the correct solvent-induced component of the frequencies. They
are often much larger than the former uncertainties due to the ambiguity introduced by the changing band shapes.

L L PN as well as parameters derived from fitting the spectra to
n-hexane empirical line shape functions defined by

@ G, Mg s = (v + Mo — hw)?
Ap(v)Ov Z) —ex . 2
. | m= m 2Uabs
L I i T i I i I T T T } T T T T ]
- THF | L Sme T [ (e — mhow — w)®
- 4 Fer(v) Ov Z) ex 3
C ] = m! Zae m2

These expressions represent each spectrum by a progression of
vibronic peaks of widthl' = (8 In 20)2 built on a “0-0
frequency”+° and resulting from a single harmonic mode of
frequencyw displaced by an amourt = (25)Y2 Expressions
of this sort can be derived from a semiclassical description of
electronic spectfdin which case classical reorganization terms
would be separated from the° terms and explicitly connected
to the widths of the vibronic lines (or I'). Here, we use eqs 2
l6 18 20 22 24 26 28 30 and 3 to provide both well-defined frequencies for solvatochro-
Frequency v/ 10° cm’ mic analysis and approximate measures of how the vibronic
Figure 5. Steady-state absorption and emission spectra of DCS in Structure changes with solvent, via the HuaiiRhys factorS
n-hexane, tetrahydrofuran (THF), and dimethyl sulfoxide (DMSO). All  The curves in Figure 5 show fits of the experimental data
spectra are shown normalized to constant peak height. The points denotgpoints) using these expressions. As illustrated in this figure,
the prerimental spectra (thinned for clarity), and the solid curves are the fit is good in nonpolar solvents such as hexane and excellent
the fits to eqs 2 and 3. in more polar solvents. Furthermore, by fixing the vibrational
frequencyw at the value observed in hexane (1375 énwhen
in hexane+ isopropyl ether mixtures (see the Supporting fitting all other spectra, both absorption and emission, we find
Information) reveal that the change in band shape from nonpolarthat the remaining spectral parameters are precisely defined by
to polar solvents is a continuous function of solvent polarity. these fits. Note that, as predicted by the calculations of the last
As illustrated by the data in Figure 5, with increasing solvent section, there appears to be an additional absorption dug to S
polarity, both the absorption and emission bands shift to the — Sh-1 transitions in the regiom > 28 000 cn1™. This region
red and simultaneously the absorption broadens whereas thds therefore excluded when fitting the absorption spectra.
emission narrows. The absorption and emission frequencies of DCS are well
We have used a number of metrics to characterize the spectr&correlated by dielectric measures of solvent polarity, as has
of DCS in different solvents. Some of these data are collected already been noted in several previous repbrtsAn example
in Table 3. Listed here are the peal and average (first- of such a correlation is provided in Figure 6 where we pﬁgg
moment) @ Ofrequencies measured directly from the spectra, and ng vs the dielectric functiom(¢) — d.(np?) wheree and

ta

P I I N |
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6—T—— T T T T T T emission transition dipole moments of DCS in several solvents.
The data required are compiled in Table 4, together with
available comparisons of data from previous studies. We note
TE 24 that the extinction coefficients,axand emission quantum yields
g ¢em measured here tend to systematically be higher than most
2 literature values, with average differences beirith% in emax
c: and~60% ingem IN contrast, our emission lifetimesy, are in
22 o !
7 excellent agreement with literature values. We conjecture that
5 these differences in the former quantities but notdp might
Q%; reflect the effects of cis photoproduct contamination, which, as
= 20 described in the Experimental Methods section, has the largest
effect ongem measurements but is undetectable in the emission
decays.
18 Absorption transition moments are calculated according to
00 01 02 03 04 0S5 the relatiod445
d (e)-d (n”) In(10) )
n e(v
Figure 6. Absorption and emission “60” frequencies plotted against M.p 2 _ 3nc 11 f —dv (5)
. . . . . ans 3 N f(n) nJabs yp
the dielectric continuum measure of solvent nuclear polarizatulity 8 A

(€) — d{(nd). Circles and triangles denote absorption and emission ) )
frequencies and filled and open symbols denote polar aprotic and Whereh is Planck’s constant the speed of lightNa Avogadro’s
alcoholic solvents, respectively. The data for dioxane is not included number,n the solvent refractive index, andv) the decadic

in this figure due to the inability of dielectric models to properly capture  molar extinction coefficient. The integration ove) is taken

the polarity of this quadrupolar solvefit. from a low value of to the minimum ine(v) near 31 000 crmt
np are the solvent dielectric constant and refractive index and §f§r$144|:4:gure 5). Emission transition moments are calculated
dO(X) X—1 3
) =——"— with dyx)= (4) 230 1 Kag
1— 2cd,(X x+1 M, = — (6)
%) °m = art () 0%

As described shortly (and in detail in the Appendix), the function |\ Lo es3 = [ F(v) dvl [ F(w)v ~ 2 dv with F() denoting the

d(€) — dc(np? represents the nuclear solvent response to a observed emission spectrum aagh= genfzem The factorf(n)
polarizable dipolar solute. The solute polarizability operates ;,50aring in hoth of these expressions is a reaction field factor
through the factoc, for which we use a value of 0.235. We relating the external electric field to the “internal” field acting
will discuss the choice of this value and the interpretation of . tha molecule. There are varying opinions as to the correct
these correlations further in section VI. For now, we merely ¢, o f(n).46-48 For simplicity, we adopt the choickén) =
concentrate on empirically describing the solvent dependence; 44 o5 shown in previous worké popular alternative choices

observed in the spectra. In Figure 6, we distinguish between q¢ ¢y 4o not alter the solvent dependence of the calculated

p0|al; ?pro;i‘c _ﬁolventsd (_fillerc]i_ s%/mbols)h and alcor(ljc_)ls_ (OPen oments significantly, but they tend to uniformly increase the
symbols). As illustrated in this figure, there is no distinction yanciion moments calculated by up to 17%.

between the behavior of DCS in these two solvent classes. The ' At east to within the appreciable uncertainties in these data,

same can also be said of all of the other equilibrium photo- 1o, the ahsorption and emission transition moments are

physical properties we have examined. independent of solvent and nearly equal:
Other characteristics of the spectra (ilegandS) can also be

correlated to dielectric measures of solvent polarity. However, Myps=6.7£04D and M,,=7.6+0.8D

it is probably best to view these other quantities as being

primarily connected to the observed frequencies. These relation-Thus, we find no evidence for any marked variation in the nature
ships are illustrated in Figure 7. The correlations displayed in of the § state as a function of solvent polarity. The fact that
this figure show that the widthd} of the individual vibronic MabsandMem are nearly equal also argues against there being
bands in absorption and emission increase at comparable rates substantial difference between the FranClondon state

as solvent polarity increases and the spectra shift to the red.reached by absorption and the state from which emission occurs.
The Huang-Rhys factorsSys and S, which describe the Finally, given the near-zero transition moments predicted for
breadth of the vibronic progression (or the reorganization energythe anilino TICT state in the previous section, and the large
in the high-frequency modé,i, = AwS), change in opposite  transition moments observed hefe~( 1 in all solvents), it is
directions as the spectra shift. The relative chandgqibetween unlikely that such a state plays any significant role in the
nonpolar and highly polar solvents is nearly a factor of 3, and observed emission of DCS.

this change leads to the overall narrowing of the emission spectra

with increasing solvent polarity. The origins of these changes VI. Modeling the Solvent Dependence of the Spectra

will be considered in section VI B. We now attempt to analyze the solvent dependence described

in the last two sections, to learn what these data imply about
the electronic states of DCS in solution. We consider two
Significant differences between the character of the electronic different models. Both models employ a relatively standard
states responsible for absorption and emission, or variations indescription of solutesolvent interactions, treating the solute
the character of these states with solvent polarity, should beas a spherical cavity of radiua containing a point dipole
clearly revealed in the transition dipole moments couplipg S moment and some sort of polarizability and the solvent as a
and S. For this reason, we have measured the absorption anddielectric continuum. In the first model, we assume that all of

V. Transition Dipole Moments
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TABLE 4: Quantities Related to Transition Dipole Moment Determinations?

no. solvent emad1PM~tecmt Pem Ten/PS kadns®  kn/ns? MandD Mer/D
1 n-hexane 0.040 65 0.62 15 821
2 cyclohexane 33 (28 0.050 (0.08,0.06) 75 (75,669 0.67 13 6.0.2 8+2
3 n-decane 0.052 87 0.59 11 H81
5 isopropyl ether 37 (29) 0.043 101 0.42 9.5 6.2 7.6+1
7  tetrahydrofuran 37 (36) 0.10 (0.06°) 242 0.43 3.7 6.8-.2 8.0+£.8
10 dimethyl sulfoxide 0.26 (0.7} 937 (900) 0.28 0.8 6.9+ .5
11 dimethylformamide 0.19 (0.%28 667 0.29 1.2 7.2 .6
12 acetonitrile 37 (N 0.17 (0.18,0.15,0.1¥) 507 (507 0.33 1.6 7.1+ .2 84+.8
13 methanol 34 0.14 445 (485 0.30 1.9 7002 82+ .6
15 1-propanol 34 0.11 345 (332 0.30 2.6 6.74.2 7.3+2
16 1-pentanol 0.069 338 0.20 2.8 571

2 emax denotes the maximum value of the decadic molar extinction coefficightand zem the emission quantum yield and lifetimeaq andkq,
the radiative and nonradiative rate constants, &hg and M, the absorption and emission transition dipole moments. Uncertainties in these
guantities are estimated to be roughly 5% af, 5—15% 0f pem, and~5% of zem Values in parentheses are from the literature souré&eference
12.¢The solvent used was methyltetrahydrofuran rather than tetrahydrofiRaference 2¢ Reference 11 References 10 and 18Reference
82." Reference 9. The solvent used was ethyl ether rather than isopropyl! ether.

TABLE 5: Results of Fitting vaps and vem to Various Models?
5A. Dielectric Regressions

XL‘Z H#y ngs Aabs Cabs 'ng Aem Cem
R1 6.4 4 25.16 (0) —2.89 24.13 (0) —12.84
R2 1.0 6 27.70 —12.00 —2.98 28.07 —18.61 -12.97
5B. Fits to the Complete Independent-State Model

s #o AFO Avib Uo 1 o/ad Lo(€ = o) (e = o)
F1 6.7 3 26.19 0.67 (7.5) 18.0 (0.24) 9.8 23.5
F2 4.7 3 26.65 0.62 (7.5) 21.0 0) 75 21.0
F3 1.6 4 26.25 0.54 4.2 175 (0.24) 55 22.8
F4 0.8 5 25.66 0.55 3.1 131 0.55 2.2 29.1

5C. Fit to Coupled-State Model

22 Hu AE Avib Vel UN Uct X0 X1 Ho )25 ag/a® ay/a’

CSs 3.3 4 20.9 3.39 8.3 ® 239 e=1 0.91 0.87 2.2 20.8 0.09 -0.14
€= 0.88 0.75 2.9 17.8 0.13 —-0.30

2,2 is the goodness-of-fit parameter, and i the number of model parameters varied in the fit. Other quantities are described in the text.
Energetic quantitiesf, AFO, Avin, AE, Avib, andVe are in units of 18cm™, dipole moments are in units of Debye, and the regression skygesd
Cx are in units of 1®cm™ A3 D2, Values in parentheses indicate parameters held constant in a given fit. In all cases, the solute cavity radius is
fixed at a value ot = 5.75 A." Because the electronic polarizabilities vary little among the solvents studied, the predictions of the CS model are
primarily dependent on the difference dipaler — un rather than on their individual values. For simplicity, we therefore fixgd= 0.

the relevant properties of the solute, the cavity radius, the (gas-take the polarizabilities of the two states to be fixed at the value
phase) dipole momenj&, iy in the § and S states, and the  0.23%3 estimated from semi-empirical calculations in a con-
polarizability a, are independent of the solvent. We will refer tinuum solvent® As detailed in the Appendix, such a model
to this model as the “independent-state” (“IS”) model. Such a predicts that the absorption and emission frequencies should
model is at least partially successful in interpreting the spectral be linearly related to the reaction field functiodgx) defined
shifts observed, however, it is an incomplete description in eq 4 via

regarding transition moments and is also mute as to why the

vibronic structure in emission should charge so markedly with hw s = hvpd + A do(n?) + Cpddi(e) — d(n}  (7)
polarity.
We therefore also consider the experimental data in light of e, = g, + A, 0(n%) + C {d(e) — d(n)} (8)

a description in which the properties of thg&hd S states are

assumed to derive from solvent-dependent mixing between twowhere

valence bond states of differing charge-transfer character. This

model has the advantage over the IS model that it allows for a A= — (,ul2 - ,uoz)a_3 Cops= —2ug(uy — uo)a_3 9
more proper description of transition moments and an initial

treatment of vibronic struture. We refer to this second model A, = — (u;” — u)a >  Cop= —2uy(u; — uja > (10)

as the coupled-state (“CS”) model. Both models are explained

in detail in the Appendix. Here, we focus on their ability to and wherec = a/a3 (0.235 here). In egs 9 and 10 and in the

represent the experimental observations. subsequent discussion, we assume jfhandg, are parallel,
A. Independent-State (IS) Model.In the IS model, the which is an excellent approximation according to electronic
electronic properties important to solvatochromisnio, zi1, structure calculations (Figure 1).

anda, are considered to be characteristics of the isolated solute Table 5A lists the results of fitting the “00” frequencies
and to be independent of the solvent. This type of model is according to eqs #10. The first row “R1” provides the
most often used to derive solute dipole moments from solva- constants of the lines plotted in Figure 6, which is the fit
tochromic data of the sort shown in Figure 6. In first pass, we obtained by ignoring the dependence dyn?) in these equa-
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Figure 7. Correlations of the width of individual vibronic band)( calculated according to various models. From top to bottom the fits
and the HuangRhys factor §) in the absorption and emission spectra  shown correspond to regression #2 (“R2” in Table 5A), fits 1 and 3 to
with the spectral frequency. All of these spectral characteristics are the independent-state model (“F1” and “F3” in Table 5B), and the fit
obtained from fits of the spectra according to egs 2 and 3. Large points to the coupled-state model (“CS” Table 5C). The vertical scale of each
denote data in pure solvents, with filled symbols for aprotic solvents, panel spans the range #2000 cnt?. The values of the goodness-of-
and open symbols denote protic solvents. Small filled triangles are fit parametery,? are indicated in parentheses. Note that the frequencies

emission data from a series of h$hexanet isopropyl ether mixtures. fit in the top three panels are apparert®frequencies® whereas
The correlation lines shown here drg,s = 10.62—0.35812bg Tem = peak frequencieg’ are used in the bottom panel. Filled symbols denote
8.84—0.314/2m, Sips= 6-80—0-218/21;3 andSm= —2.83+ 0'169/2m' aprotic solvents, and open symbols denote protic solvents.

tions. The quality of this fit can be judged by the goodness- particular choices of model parameters, we also fit the experi-
of-fit parametery,2, which should be close to unity if the model mental frequencies directly to the full IS model using a nonlinear
represents the experimental data to within its estimated uncer-least-squares approach. Calculatings and vey, using this
tainties®*5! The value y,2 = 6.4 here indicates, as does representation of a polarizable dipolar solute having two
inspection of Figure 6, that the data cannot be fit to within the independent electronic states depends on the collection of six
estimated uncertainties in this manner. Inclusion of the electronic model parametersa, AF°, Ay, to, 41, anda. In addition to
polarizability term (fit “R2” in Table 5A) leads to a greatly the parameters already described-° is the free energy
improved fit, as indicated by the valyg? = 1.0. Although difference between the equilibriumy 8nd S states in the gas
addition of this term does not alter the slop8gs and Cen phase and,, is the vibrational reorganization energy associated
significantly, it greatly reduces the deviations from the basic with any low-frequency internal modes not accounted for by
trend withdc(e) — d(n?) shown in Figure 6. The top panel of fitting the spectra to a single high-frequency oscillator using
Figure 8, which shows the deviations between calculated andegs 2 and 3. Table 5B and the panels labeled “F1” and “F3” in
observed frequencies, illustrates the good quality of this latter Figure 8 summarize the results of fitting to this full model. In
fit. all of these fits, we maintain the cavity radius fixed at the value
Unfortunately, the coefficients derived from these regressions a = 5.75 A. As illustrated by eqs-710, frequency shifts are
do not provide a consistent description of the dipole moments determined by ratios of the sgrf/a® and thusuo, 41, anda are
of DCS within the context of the above model. If one assumes not all independent. We therefore fixat a value that should
the dipole moment in §and the cavity radius to be known, all  provide sensible magnitudes of the dipole moménes.
four parameteraps Caps Aem, andCem can be used to estimate The first fit, labeled “F1” in Table 5B, is one in which only
the dipole moment of the;Sstate. For example, adopting the  AF9, Ay, andu; are allowed to vary, while anticipated values
value uo = 7.5 D, which is a compromise between the of uo = 7.5 D anda = 0.24a° are specified for the remaining
experimental and calculated dipole moments (Table 1), and themodel parameters. This fit yields a value;gf = 6.7, which
valuea=5.75 A, based on the estimated van der Waals volume shows it to be of comparable quality to the four-parameter
of DCS52the best determined coefficierBs,sandCen indicate regression R1. Large systematic errors in bathandvenm, are
S; dipole moments ofu; = 15.0 £ 0.2 and 19.8+ 0.0 D, found with this fit. A slightly better, but still unacceptable fit
respectively. The difference between these two estimates is well(F2 in Table 5B), is achieved when the solute is assumed to be
beyond the uncertainties in the data. Using a similar sort of nonpolarizable ¢ = 0). This is the choice made in previous
analysis, Zachariasse and co-work&pseviously concluded that  solvatochromic modelingf1-1*When comparing the polarizable
there must be a significant difference between the dipole and nonpolarizable results, it is important to note that the model
moment of DCS in the FranekCondon state created by dipole momentg andu; discussed here are gas-phase values.
absorption £, ~ 15 D fromCg,9 and that of the equilibrated ~ The effective dipole moments in solution are larger by a factor
emitting state ;%9 ~ 20 D). We consider this idea further after  of [1 — 2(ci/a®)do(e)] * when the solute is polarizabté.For
presenting a more complete analysis using the same basic modelcomparison purposes, the final columns in Table 5B list the
To explore whether the discrepancy noted above is a resultlimiting ¢ — o« values of the effective solution-phase dipole
of simplifications made in deriving eqs—® or is due to moments. The remaining two fits (F3 and F4) in Table 5B
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illustrate the effects of allowinge anda to vary. Good agree-
ment with experimenty,2 = 1.6 if the four parameters are varied
andy,? = 0.8 if five parameters are varied, can be achieved
only when the ground-state dipole moment is allowed to take
on values that are considerably smaller than those expected.

B. Coupled-State (CS) Model. We next consider the
experimental data in terms of a coupled two-state description
of the spectroscopy. In this description, rather than tharl
S, states being of fixed character, they are described in terms
of the mixing of two valence states of markedly different
polarities, denoted “N= neutral” and “CT= charge transfer”.
Solvent-dependent modulation of the energy gap between the
N and CT states results in a variable mixing and thus variations
in the properties of the resulting) &nd § states with solvent.
Such models have a long history in the context of charge-transfer
spectroscopy?>*and a number of recent papers have discussed
such model§:46:5563 The details of the particular version we
employ are described in the Appendix. It includes a vibrational
displacement between the N and CT states in the manner
recently proposed by Matyushov and Newfoand Painelli and
co-worker§?-51 for exploring the relationship between solvation
and vibronic structures.
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. . Figure 9. Observed and CS model predictions for the absorption and
The six parameters specifying the CS model are the solute gmjssjon transition moments and Huarhys factors plotted as

cavity radiusa, the gas-phase energy gaft, the electronic  functions of peak frequency. The experimental results are shown as
couplingVe between the N and CT states, the dipole moments points, with the circles being absorption and triangles the emission data.
of these stategy anducr (assumed parallel), and the vibrational The m_odel predictions are the solid curves. The dashed line in tht_e top
reorganization energy between them,p. In this model, the panel is the_ model prediction scaled by a factor of 0.8 for comparison
basis states are assumed to be nonpolarizable. Mixing betweedo the experimental trend. When the HuaiRhys factors are calculated

. o rom the CS model, a value @f;j, = 550 cnt?, obtained from the fits
these states confers polarizabilities on thesd § states that  15the |5 model, was subtracted from the fitted valuéaf to account

are of approximately the same magnitude but of opposite sign for low-frequency contributions. Filled symbols denote aprotic solvents,
in the two states, with the polarizability of, Being negative. and open symbols denote protic solvents.

This unrealistic feature of the model could be remedied by the
addition of explicit polarizabilities to each state as was done

.by Matyushov_ an(_j Newtc_)ﬁ% b.Ut. we have chosen nqt to do so in section V we found that the transition moments of absorption
in order to maintain the simplicity of the two-state picture here. and emission are approximately equal to one another and
The CS model includes an explicit vibrational coordinate apparently invariant with solvent. This sort of behavior is what

whose displacement between thea®d Q states varies with  ould be anticipated if the Sand S states were truly
the solvent. We therefore use the model to fit the peak jndependent, as assumed in the IS model. On the basis of this
frequencies of the absorption and emission speeftdr( Table  viewpoint, we previously interpreted such behavior to indicate
3) rather than the “60” frequencieSJO we have used thus far. an § < $ transition uncompnca’[ed by the presence of
Table 5C and the bottom panel of Figure 8 illustrate the best sjgnificant interactions with other electronic statesiowever,

fit obtained with the CS model. The fit is of lower quallty than such a perspective has been criticized as being incondstent
that achieved with the IS model using the same number of pecause, if only two electronic states are involved, the transition
adjustable parameterg;* = 3.3 and clear systematic trends in - moments should be inversely proportional to the transition
the residuals can be seen in Figure 8 (bottom panel). Nevertherequencies (eq A35) and therefore display the same solvent
less, the CS model provides a sensible representation of thejependence as these frequencies. It is therefore of interest to
data, similar in most respects to the IS model. For example, see what the CS model, fitted to the experimental frequencies,

dependence found in other features of the spectra. For example,

the electronic coupling matrix elemevij; obtained from fitting
the frequency data (8300 ch) is close to the valu¥e = 9200
cm~! estimated from the AM1/CI calculations using a general-
ized Mulliken—Hush approack! Also listed in Table 5C are

implies about the transition moments.

A comparison of the model and experimental results is shown
in the top panel of Figure 9. It is noteworthy how close the
model transition moments (solid curve) are to the experimental

properties of the §and § states predicted by the CS model at  yajues. Averaging over the entire set of absorption and emission

two extremes of solvent polarity. The quantitigs and y1
measure the extent of NCT mixing in the $ and S states.
The values listed here indicate that in the gas phase) the

data yields a calculated average of 8.8 D vs 7.2 D from
experiment. This 20% average difference could easily be
accounted for by choosing a differefifih) function to evaluate

equilibrium & state is of 91% N character and the equilibrium  the experimental moments (see egs 5 and 6 and text) or a modest

S, state is of 87% CT character. In highly polar solverts=(
), the extent of mixing is predicted to be significantly larger,
especially in $ The dipole moments calculated foy &e close

increase in the cavity radius employed in the model. However,

the frequency dependence of the model is not reflected in the

experimental data. The observed values@f andvenPk span

to those obtained from the IS model fits. As in the case of the the range (1826) x 10° cm%, and over this range, the CS

IS model, the best fits of the experimental frequencies to the
CS model imply values ofio that are unrealistically low.

model predicts a factor of 1.45 variation in the transition
moments. Although the uncertainties in the emission transition

Although the CS model does not represent the frequency datamoments are large (and there may be systematic errors in

as well as the IS model, it provides insight into the solvent

correction factors not accounted for here), the data do not seem
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' T ' ] T ' T any solvent relaxation (filled circles). The latter, “time-zero”
acetone RS . .
/ spectra were generated using eq 3 by assumlng/gt;yettz 0)

=1%,.— 24 and using the steady-state correlations in Figure

V.
7 to estimate the line shape parameters Nig(t = 0) =
Cen{v2(0)] andSenft = 0) = Sn{v2,(0)]. As illustrated by the
data in Figure 10, the early time-resolved spectra appear to
J } } extrapolate reasonably to these estimates of the initial spectra.
In the highly polar solvents depicted here, the magnitude of
the dynamic Stokes shift is about 3000 ¢mit decreases to
~1000 cn1?t in the least polar solvent examined, diisopropyl
ether (Table 6). The spectral evolution in all cases consists
primarily of a continuous spectral shift, without dramatic
changes in spectral shape or intensity. We sometimes observe
irregularities in the shapes and widths of the early-time spectra
of the sort exemplified by the acetone data in Figure 10. These
irregularities are not reproducible and are mainly related to
difficulties in completely removing the effects of Raman scatter
near 24 000 cmt from the spectra. These spectra do not indicate
the presence of the sort of two-state kinetics that was previously
. . suggested for DCS in acetonitriiémethanoB! and ethanof?
16 18 20 22 24 Our observations are instead consistent with the more recent
Frequency v/ 10° cm™ conclusion of Ernsting and co-workéfshat solvation dynamics

Figure 10. Representative time-resolved spectra in acetone, methanol, 1S €ntirely responsible for the observed spectrall evolution.'
and ethanol. These spectra are the result of iterative reconvolution fitting  TO analyze these data further, we determined the time
and spectral correction of the raw data. Peak-normalized spectra aredependence of the average (first-moment) frequencies of the
plotted at times of 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, and 50 ps from right spectray(t) by performing simultaneous iterative reconvolution
to left. Solid and dashed lines are used for alternating times for clarity. fits of the zeroth and first moments of the raw spedtd The
The spectra marked with filled symbols are the estimated time-zero - . . - - ' .
spectra, and those with open symbols are the steady-state spectra. main results of this analysis are summarized in _Table 6. Figure
11 shows examples of the deconvolutgt) data in the form

to support such a large variation. It is more likely that the two- ©Of normalized spectral response functions
state representation used here is oversimplified and that there
is some modest mixing of;Svith other states that accounts for P(t) — V(o)
the discrepancy, as has been suggested in other ¥£568. S0 = #(0) — ()
The CS model also predicts a dependence of the vibronic
line widths, as represented by the Huaiithys factorsSisand - The solid curves in Figure 11 are what is observed with DCS.
Sem upon transition frequency. The comparison between the a|sg shown for comparison are data recorded previdésijth
model pre_dictions and experiment is provided in the bottom the well-established solvation probe coumarin 153 (C15%)72
panel of Figure 9. A much stronger frequency dependence iS The |atter data were obtained using a fluorescence upconversion
predicted for these quantities than for the transition moments, jnstrument with a 120 fs response time. As illustrated by these
and this dependence is rather close to what is observed i”comparisons, the normalized spectral dynamics of DCS are
experiment: In viewing the cpmparisons in Figure 9, it should comparable to those of C153. Both the time scale of the
be emphasized that the predictions of bbthandS, have been  rgjaxation and, as illustrated here, the shapes dBifteresponse
made solely on the basis of the model parameters required to5re similar in these two solutes.
fit the experimental frequencies. No further adjustmentis made 5 yore complete comparison of 8(t) dynamics of DCS
here. Furthermore, only four quantitieSE, Ve, (dcr — an)/ and C153 is provided in Figure 12. Here, we plot two
ad, andAyj, are important in determining.these results. The level characteristic times of the response functions,,tleetir;ﬂe (tre)
of agreement shown for botll, and S is therefore a strong 44 jntegral time () in 11 solvents. Figure 12 shows that the
endorsement of the utility of this coupled-state approach as agqyent variations in the spectral response times of the two
starting point for understanding the spectroscopy of DCS. The g tes are strongly correlated over more than two decades. In
systematic pleviations in the frequencies shown in Figure 8, 8Siha case of C153, numerous studies have shown st
well as the incorrect frequency dependence predictedligy provides a reliable measure of the solvation response to the
sugg_e;t that reﬁnement of the _model,_by mcorporatmg the effects charge redistribution accompanying the-S S, transitiong8.7+-75
of mixing addltlongl states with ;3might prove fruitful. But The present comparison suggests that the spectral dynamics in
we leave such refinements to future work. DCS likewise monitor polar solvation dynamics. To within
combined uncertainties, the solvation times measured by the
two solutes are equal in polar aprotic solvents (filled symbols).
We have measured time-resolved emission spectra of DCSIn alcohol solvents, the times measured by DCS appear to be
in 13 solvents using the Kerr-gated emission metHdeep- systematically shorter than those of C153, on average by a factor
resentative spectra in three solvents are shown in Figure 10.of nearly 2. This difference may indicate a difference in the
These spectra were derived by fitting the raw decay data with way specific hydrogen bonding influences the dynamics in the
an iterative reconvolution scheffeto partially remove the two solutes, and it would be interesting to explore this difference
effects of instrumental broadening. (The instrumental responsefurther in future work. For now, however, we take the close
here is 450 fs fwhm.) Also shown in Figure 10 are the steady- parallel between the behavior of DCS and C153 in a variety of
state spectra (open circles) and the spectra expected prior tasolvents as a clear indication that the primary dynamics reflected
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VII. Time-Dependent Emission Spectra



trans-4-(Dimethylamino)-4cyanostilbene

TABLE 6: Summary of Stokes Shift Dynamics (204 1 °C)2

J. Phys. Chem. A, Vol. 110, No. 10, 2008465

no. solvent Ven/10® c 1P v(00)/10® cm™1b Av(est)/1Gcmtc Av(obs)/1G cm™d tie/ps® [fJpse
5 diisopropyl ether 21.21 21.35 1.22 1.31 4.4 4.5
6 ethyl acetate 20.03 20.10 2.17 2.10 1.3 15
7 tetrahydrofuran 19.92 19.84 2.09 1.82 0.94 1.0
8 HMPA 18.91 18.70 2.28 3.51 7.8 11
9 acetone 19.11 19.16 2.79 2.97 0.43 0.48
10 dimethyl sulfoxide 18.20 18.44 3.23 2.73 0.83 1.6
11 dimethylformamide 18.50 18.61 3.18 2.67 0.79 1.1
12 acetonitrile 18.66 18.77 3.33 3.58 0.08 0.37
13 methanol 18.65 18.86 3.25 3.20 1.0 25
14 ethanol 19.06 19.00 2.86 2.96 7.0 13
15 1-propanol 19.22 19.30 2.68 2.75 13 20
16 1-pentanol 19.53 19.45 2.34 2.95 24 54
17 p-dioxane 20.87 20.95 1.33 1.37 1.4 1.9

a All frequencies here are first spectral momerft&(v)v dv/  F(v) dv. P vem values are from the steady-state spedira-{(in Table 3), and/ ()

values are the apparent infinite time frequencies obtained by fitting the time-resolved spAcfiest) is the estimated magnitude of the solvation

Stokes shift based on the difference between the average frequencies of the estimated time-zero spectra described in the text and the steady-state

spectrad Av(obs) is the value obtained by fitting the time-resolved speétria.and [fJare the 1¢ and integral times of the normalized spectral
response. Uncertainties in these times are estimated to be roti@bBt except for HMPA £40%) and pentanok{35%).
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0.4 R \\\ ] Figure 12. Comparison of characteristic timeg (circles) andC
0.2 N . (triangles) of the spectral response functions of DCS and 1531
T solvents. Aprotic solvents are denoted by filled symbols, and alcohols
0‘00 1 1 10 100 are denoted by open symbols.
Time / ps moment &30 D) would be expected to reduce its energy to

Figure 11. Comparison of spectral response functions of DCS obtained "€&" if not below that of 0°). Thus, as in previous calculations
here (solid) and those of C153 obtained from prior vib(kashed) in with other methods, the idea that emission might occur from a

acetone, methanol, and ethanol. The DCS response functions werel ICT state in polar solvent$'7.2330s supported by the present
obtained using the KGE technique and the average frequencies obtainedAM1/C| calculations. However, what was not stressed in
by first-moment deconvolution (see text), whereas the C153 functions previous work is the fact that thiss State is calculated to have
were obtained from log-normal fits to reconstructed spectra. a very small transition moment withoSor any anilino twist

. . . . angle, and this transition moment drops to virtually zero at the
in the time-dependent emission of DCS is also the polar g T\cT state.

solvation response. The magnitudes of the absorption and emission transition

moments of DCS measured here clearly rule out participation
of such a TICT state. In a variety of solvents, we find the
The primary aim of this work was to survey the solvent absorption transition moments all fall in the range .0.4 D
dependence of the electronic spectroscopy and emission dynamand emission moments in the range £6.8 D. These transition
ics of DCS, with a view toward clarifying the much debated moments are large and to within uncertainties independent of
nature of its $state. Electronic structure calculations, performed solvent. In addition to eliminating the possibility of emission
as a preliminary to the experimental work, mainly served to from a TICT state, the transition moment data also argue against
reinforce conclusions of previous theoretical studi&s20.28 any large change in the composition of thestate, either with
They showed the S— S; transition to entail a sizable>(0.25 solvent polarity or with time between absorption and emission.
e) shift of charge from the anilino ring to the remainder of the These data do not, however, preclude more subtle changes in
molecule. As in previous studié$1617the present calculations the states involved. Such changes are in fact suggested by the
show that a similar transfer, but of a full electronic charge, takes smaller than expected variation of the transition moments with
place in a higher lying ($ excited state upon twisting the anilino  solvent.
bond by 90. Although this TICT state lies much higher in The absorption and steady-state emission spectra of DCS vary
energy than §in the gas phase, in polar solvents, its large dipole systematically with solvent polarity. The variations observed

VIIl. Summary and Conclusions
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are reasonably correlated by the dielectric continuum measureswvhich were neglected here, could provide a more complete
of solvent polarity, and there is no evidence that hydrogen description of the experimental data and potentially explain the
bonding or other specific solutesolvent interactions are of  apparentinconsistency in the frequency shifts noted above. The
special significance to the spectroscopy. The absorption andlatter problem might also be related to the simple point-dipole/
emission spectra shift to the red with increasing solvent polarity, spherical cavity representation of the solute employed in both
a feature which has been obseriednd analyzety11.20.76 models. Further investigation of these possibilities is warranted.
several times already. What has not been previously analyzed Finally, we have measured time-resolved emission spectra
is the systematic evolution of the vibronic structure of the of DCS in a number of solvents with subpicosecond resolution.
electronic bands with solvent polarity. In the case of emission, Our results corroborate and generalize those of Kovalenko et
the spectrum is highly structured in nonpolar solvents. This al?® who concluded on the basis of100 fs resolution
structured emission is lost even in solvents of modest pofity, absorption and emission measurements that spectral dynamics
where only a single featureless band is observed. But, insteadin acetonitrile reflect only time-dependent solvation. In contrast
of broadening as might be anticipated because of inhomoge-to other report8?31but in keeping with the results of Il'ichev
neous solvent interactions, the emission band narrows substanet al.}%!3we do not find evidence for spectral changes that
tially with increasing polarity. Quite similar changes in absorp- would signal the presence of more than one excited state. We
tion and emission band shapes to those observed here in DC®bserve only the continuous evolution of the spectra with time
have recently been reported for several highly solvatochromic that is characteristic of solvent relaxation. The close cor-
dyes by Painelli and co-workefswho interpreted this behavior ~ respondence between the normalized spectral response functions
in terms of a two-state mode):° Less pronounced changes of DCS and C153 in 11 solvents clearly demonstrates that the
were also noted for the solute coumarin 153 (C#%)and spectral dynamics being observed in DCS also primarily reflect
recently interpreted in an analogous manner by Matyushov andsolvent relaxation.

Newton®3 In the present work, we used fits to an empirical Taken together, all of these results indicate that the spec-
single harmonic mode line shape to quantify the observed troscopy of DCS does not involve multiple emitting states or

spectral changes and then attempted to model the solven©ther complex dynamics. The, State appears to be a single
dependence in two ways. electronic state whose character varies slightly with solvent

polarity, largely as would be expected from a simple coupled-
state description. This simplicity, the similarity of its spectral
response to that of the well studied solvation probe C153,
together with its favorable absorption and emission character-
istics and larger Stokes shift (3000 vs 2000@nm highly polar
solvents) suggest that DCS be considered a useful time-
dependent solvation probe.

The first model, the “independent-state” (IS) model, is the
sort of model most often used when interpreting solvatochromic
data. It assumes independept8d S states, each characterized
by its dipole moment and polarizability, which interact with a
continuum dielectric solvent. Using this model, we find that
the observed solvatochromism of DCS can be reproduced to
within experimental uncertainties only with sets of model
parameters that are not entirely satisfactory. The problem resides
in the large difference between the solvatochromic sldpgs
andCep, which can only be fit by making the ground-state dipole
moment considerably smaller than the experimental value. (We
note that the same type of modeling applied to the extensive
data previously collected for the solute C$5% does yield
satisfactory fits.) Il'ichev et al® previously reported this
difficulty and interpreted it as implying distinct FranelCondon
and emitting $ states possessing substantially (8 D) different ~ ‘Independent-State” (IS) Model. We assume the solute to
dipole moments. On the basis of the transition moment data b? a spherical cavity of r{:\dlws containing z.a.centered. point
obtained here, as well as the fact that electrochromic absctption dipole of momenti; and an isotropic polarizability. The dipole
and emissioff measurements in dioxane report the same value Moment depends on the solute electronic stiete@ or 1), but
for the S dipole moment (20 D), such a large changeuin Fhe cavity radius and polarlgablllty are assumed to_be the. same
now seems unlikely. A more plausible explanation is that N both states. The solv'ent-ls trea}ted asa dlelgctrlc continuum
attempting to model the frequency data without properly characterized by its static dielectric constaand its refractive

accounting for changes to the vibronic structure with solvent is indexn. Following Hynes'®"®we express the nonequilibrium
responsible for the less than ideal fit. free energy of each state as a function of the nuclear polarization

of the surroundingsis’, by
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Appendix

We therefore also examined the solvatochromic shifts of DCS
data in light of a “coupled-state” (CS) model close in concept F.(a) = Ul — (12)B,, + By) 24 (128, {fi: — —»S}z
to those of PainefiP-69and Matyushotf:62.63mentioned above. i i el T Peli nuc i T A
This model considers thep&nd S states to arise from the (A1)
solvent-modulated mixing of two valence states. As employed
here, this model does not resolve the difficulty with fitting the
solvent dependence of the frequencies. But it does provide a
satisfying initial description of the large changes in the vibronic
line shapes with solvent. It also predicts a modest variation of

whereU? is the gas-phase energy of statand BY) and BY.

are the electronic and nuclear polarization response functions
of the solvent. The latter functions are represented by the
dielectric continuum expressiofis

the emission transition moments with solvent. This trend does fy 2 [m2—1

not appear to be present in the experimental data, presumably B = 1= of fy= —3( > ) (A2)
because of the involvement of more than two electronic states el a’\2n”+ 1

in the real system. Extension of the basic CS model to include f 2 le—1
perturbations by additional excited states, together with con- B=r—a——B, f,=% ( € ) (A3)
sideration of the distribution of solvation and vibrational states 1 - ofiy a®\2e+ 1,
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The solvent nuclear polarization is represented hergspthe contexts'6.62.63\Most work has focused on how polar solvation
value of the solute dipole with which a given solvent nuclear modifies the mixing of the states and thereby the ground-state
polarization would be in equilibrium. Absorption and emission properties and some spectroscopic observables. Recently,
frequencies are assumed to be given by the differences betweerPainelli and co-workeP8%°and Matyushov and Newtéhhave
the minimum (equilibrium) free energy of the originating state explored how electron-vibration coupling in the two-state model
of the transition “orig” whereis = tiqig and the free energy of  leads to a solvent-dependent vibronic structure. Our perspective
the nonequilibrium final state has this same (FranClondon) shares much in common with these latter two approaches, as
value of solvent nuclear polarization. Thus well as with the work of Hynes and co-workééNevertheless,
because our implementation differs in detail from that of all of
hvaes= F, " = FS9= Fy(fig) — Fo(do) + Ay  (A4) these prior studies, we outline it below.
In the CS model, theg@and S states are described in terms
hoe, = Fleq — FOFC = F,(ii,) — Fo(ii) — Ay,  (A5) of a basis consisting of “neutral” (N) and “charge-transfer” (CT)
valence bond states
The termsA,ip are included to account for any vibrational

reorganization energy associated with low-frequency vibrations 1So0= 7 ANDH (1 — 1) Y4CTO

of the solute not included in the vibronic fitting. These terms

are added here rather than by including terms quadratic in some IS,(= (11— x)1/2|ND— X1/2|CTD (A15)
vibrational coordinate to eq Al (as will be done later in model

2) to keep the notation as simple as possible. which mix according to the effective Hamiltonian

Equations AL-A5 define the IS model. These equations are

used directly for the “complete” analysis described in the text. H.(7.Q) = Fu(dsQ) Ve (A16)
For a fixed value of the solute polarizability, these expressions el's \'A For(tisQ)
can be recast into the forms typically used for fitting solvato-
chromic data. Defining the reaction field factors where the coupling matrix elemeity is assumed to be a
constant. The free energies of the basis states are expressed as
dy(x) = x—1 (A6) quadratic functions of a solvent polarization coordinaand
2x+1 a vibrational coordinat® in the manner
and FuisQ) = —(U2Byitn® + (U2 is — i)’ +
X A
4,00 = do(%) A7) 12h0(Q — Q) (AL7)
1 — 2cd,y(x)

Fer(isQ) = AE — (1/2)BtoﬁuCT2 + (1/2)B (s — /_iCT)Z +
the solvent response functions can be written (12Yio(Q — Q )2 (A18)
CT.

(1/2)By = % d(n) and (/2B = % d(e) (A8) whereAE is the energy gap between the minima of the CT and
a a N states in the absence of solvent, andzcr are the dipole
with ¢ = a/a%, a dimensionless polarizability parameter. The moments, an@y andQcr the equilibrium vibrational coordi-
absorption and emission frequencies then become nates of these basis states. A single vibrational mode of
frequencyw is used to represent the net effect of all vibrations
o= 0 + A di(nd + Copdd(€) — d(nd}  (A9)  thatare displaced between the N and CT states. For the solvent
response functions, we use nonpolarizable versions of the
g = hVemO + Aemdc(nz) +C, {d(e) — dc(nz)} (A10) \(jlvirei:te;r:ric continuum expressions egs A2 and A3, which can be

where

Aabs: - (/ul2 - ;uoz)a_3 Cabs: _2;20'(:[71 - ﬁo)a_3 (All)
_ N - The free energies of theg@nd S states obtained by solvin
A== (" —p)a > Com=—2y (s —figa * (A12) 78S Y Soving

and

1 1
(1/2>Be|=a—3do(n2) and (/2B = 5di(e)  (AL9)

Fo(fisQ) = (U2Y (Fy + Fer) = Y (Fer — R + 4V,
ml =U)— U+ A, =AF°+ 1,  (A13)

abs™

. . Fy(fisQ) = (L2) (Fy + Fer) + y (Fer = Fy? + 4V}
ey = U; — Ug — A = AF” — A (A14) (A20)

“Coupled-State” (CS) Model. The “coupled-state” (CS)  and the mixing coefficieny is given by
model assumes that, rather than being independentstaads
S, states result from the mixing of two valence bond states of
differing charge-transfer character. Many authors have examinedy(ti4Q) =
models of this sort in the context of the spectroscopy of

2
el —
Ve|2 + (FN - Fo)2

bimolecular electron donetacceptor complexés>®>and transi- 1 1 (For — Fy)? 12

. . . CT N

tion metal complexe%}56the electrooptical properties of “push > + > > 5| (A21)
pull” molecules®®7-%1 and in more general electron-transfer (Fer — W)™ T4V,
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For the sake of comparison, we note that this mixing coefficient
is related to the ionicity parameterused by Painelli and co-
worker$9:80 and the fractional zwitterionic characteused by
Thompson et attbyy =1—-p=1—f.

Equations A15-A20 describe two-dimensional surfaces in
us and Q. For purposes of modeling the spectral frequencies
and their solvent variation, we only consider the minima in these
surfaces and their FranelCondon projections.

W aps= FlFC - I:oeq: F1(20,.Qo) — Foltip,Qo) (A22)

hem = Fleq - I:0':C =F(11,Qp) — Fo(d1,Q) (A23)

where fi0,Qo) and {i1,Q1) denote the locations of the minima,
which are given by

Qo=xQn+ (1 — 0)Qcr
Q1 =xQcr + (1= 2)Qy

Equations A24 and A25 are obtained, for example, by writing
Fo=yFn + 2(¢(1 — x))Y~e + (1 — y)Fcr and differentiating
with respect tqis to determineio, and so forth.

It is useful to rewrite eqs A17 and A18 in the more compact
forms

fio = xin T (1 = X)ticr (A24)

gy = yier + (1= xhy (A25)

Fy=—(1 Z)Bton“N2 + ;{sol\)(solvz + Avibxvibz (A26)

For=AE — (U2Bytcr + Agon(son — 1+
A — 1) (A27)

by defining the dimensionless variables

X

solv

@s - ﬁN)/WCT - ﬁN|
Xip = (Q = QW/(Qcr — Qu) (A28)

and reorganization energies

j‘solv = (1/2)Bnuc(ﬁCT - ﬁLE)2
Ay = (12ho(Qer — Qup)? (A29)

Note that we use the symbal,i, here rather thanl, to
distinguish this quantity fron,, used in the IS model. Whereas,
in the former model,Aiy, only contained the “classical’
vibrational reorganization energy not accounted for in the
vibronic fits, Avip here includes contributions from all modes
displaced in|CTOrelative to|NL The frequencies of interest
can then be written in terms of the mixing coefficienas

Waps= FiX =1~ g — Fox=1—7y,) (A30)

hem = F1(X = 21) — Fo(X=x1) (A31)
wherex is used to denote all componentskafiy andxip, which

are all equal at the minima. It is important to note that the free
energiesFy and Fcr (eqs A26 and A27) needed to calculate
vapsandvem depend ory, which in turn depends oy andFcr

via eq A21. Thus, calculations must be carried out in an iterative
manner to achieve self-consistencyyinThis self-consistency
requirement also means that the valug @fill not be the same

in the equilibrium ground and excited states, and this fact is
denoted by the subscripts gnin eqs A30 and A31. Once the
appropriate value of is determined, the frequencies can be
expressed quite simply by noting that the vertical gapfo

Arzhantsev et al.

for any values oKsey andxyip is equal toVe/(y(1 — x))Y2 Thus

V,

el el

VoL = %0) V(L= 1)

A number of properties of thep@nd S states other than the
transition frequencies are of interest for comparisons to experi-
ment and the IS model. When the standard assumption that
N|z|CTC= 0 is made, the dipole moments of the equilibrium
S and § states and the transition moments connecting them
can be written

- (A32)

hve,

to=xolin t (1 = xodicr  H1= xaficr + (1= xiy (A33)

|Mabsl = {Xo(l - Xo)} 1/2|ﬁCT - ﬁLEl
IMen) = {24(1 — 2} Plicr — diel (A34)

Combining eqgs A34 with A32 provides the important prediction
that the transition moments should be inversely proportional to
the transition frequencies

|ﬁCT - ﬁLE'VeI

- (x = abs, em)

M, = (A35)

X
The polarizabilities of the equilibriume3and S states are &0

3/2 |ﬁCT - IZZLE|
V

el

oy = —2{x1(1 = x)}

oo = 2{xo(1 — 20)}

3/2 |ﬁCT - /t_iLE|
VI

e

(A36)

Note that within this description the polarizability of; $
negative, which is an unrealistic feature of two-state models.
Finally, the effect of electronic state mixing on the vibronic
structure of the absorption and emission can be described by

the Huang-Rhys factorsS= (1/2)(Q1 — Qo), which are given

by

2 2 2 Avib

Sips= (M/2)(1 = x0)(Qcr — Q)™ = (1 — 2x0) Ao (A37)
2 2 2 Avib

Sn= 1/2)(1— %) (Qcr — Q) = (1 — 2y (A38)

hw

The primes here are used to indicate that these values should
not be directly compared to the HuanBhys factorsS, obtained
from the experimental spectra. TI& values here are calcu-
lated from the total vibrational reorganization energies,
which includes contributions from both high- and low-frequency
modes.Sips and Sy, from experiment, on the other hand, are
used to characterize the shape of the spectrum, which is due to
only the single, effective high-frequency mode that gives rise
to the vibronic progression apparent in nonpolar solvents. We
approximate the experimental quantities in the CS model by
assuming that

§= (1 — 20Ny — Ao (A39)
where Ay, is the low-frequency portion of the vibrational
reorganization energy, estimated from the experimental analysis
of the “0—0" frequency data.

Supporting Information Available: Emission spectra of
DCS inn-hexane and diisopropylether mixtures and character-
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istics of the emission spectra of these mixtures obtained from
fits to eq 3. This material is available free of charge via the
Internet at http://pubs.acs.org.
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